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Designation: F 465 - 76 (Reapproved 1981) 

Standard Practice for 
DEVELOPING PRECISION AND ACCURACY DATA ON 
ASTM METHODS FOR THE 
ANALYSIS OF MEAT AND MEAT PRODUCTS‘ 

A 

‘r 
This standard is issued under the fixed designation F 465; the number immediately following the designation indicates the 
year of original adoption or. in the case of revision, the year of last revision. A number in parentheses indicates the year of last 
reapproval. A superscript epsilon (E)  indicates an editorial change since the last revision or reapproval. 

1. scope 
1.1 This practice establishes uniform guide- 

lines for expressing the precision and accuracy 
of methods for the analysis of meat and meat 
products. It includes a procedure for develop- 
ing this information. There is no intent to re- 
strict qualified groups in their use of other 
techniques. 

1.2 Statements of precision are restricted 
to those variables specifically mentioned. 
Task groups are referred to (1, 2, 3).* 

2. Applicable Documents 
2.1 ASTM Standards: 
E 178 Recommended Practice for Dealing 

with Outlying Observations3 
E 180 Recommended Practice for Devel- 

oping Precision Data on ASTM Meth- 
ods for Analysis and Testing of Indus- 
trial Chemicals4 

F 463 Test for Fat in Meat and Meat Prod- 
ucts by Ether Extraction5 

f 

3. Definitions 
3.1 error-in a statistical sense, any devia- 

tions of an observed value from the true 
value. When expressed as a fraction or per- 
centage of the value measured, it is called a 
relative error. All statements of precision or 
accuracy should indicate clearly whether they 
are expressed in absolute or relative sense. 

3.2 random error - the chance variation 
encountered in all experimental work despite 

characterized by the random occurrence of 
both positive and negative deviations from the 
mean value for the method, the algebraic av- 

i 

. the closest possible control of variables. It is 

erage of which will approach zero in a long 
series of measurements. 

3.3 bias-a constant or systematic error as 
opposed to a random error. It manifests itself 
as a persistent positive or negative deviation 
of the method average from the accepted ref- 
erence value. 

3.4 precision -the degree of agreement of 
repeated measurements of the same property. 
Precision statements in ASTM methods for 
analysis of meat and meat products will be 
derived from the estimated standard deviation 
of a series of measurements and will be ex- 
pressed in terms of the repeatability and re- 
producibility of the method. 

3.5 accuracy - the agreement between an 
experimentally determined value and the ac- 
cepted reference value. 

3.6 variance-a measure of the dispersion 
of a series of results around their average. It is 
the sum of the squares of the individual devia- 
tions from the average of the results, divided 
by the number of results minus one. 

3.7 standard deviation-a measure of the 
dispersion of a series of results around their 
average, expressed as the square root of the 
quantity obtained by summing the squares of 
the deviations from the average of the resuits 
and dividing by the number of observations 

’ This practice is under the jurisdiction of ASTM Com- 

Current edition approved Aug. 27, 1976. Published De- 

‘The boldface numbers in parentheses refer to the list of 

‘Annual Book of ASTMSiandards, Pari 41. 
‘Annual Book of ASTM Standards, Paris 29 and 30. 
‘Annual Book of ASTM Standards, Part 46. 

mittee F- 10 on Meat and Meat Products. 

cember 1916. 

references at the end of this recommended practice. 
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minus one. It is also the square root of the 
variance and is calculated as follows: 

= PXi n - 1  - 

where: 
s 

ries of results, 
Xi = each individual value, 

= estimated standard deviation of the se- 

= average (arithmetic mean) of all values, 
and 

n = number of values. 
3.7.1 The following forms of this equation 

are more convenient for computation, espe- 
cialiy when using a calculator: 

= PX n(n - 1) 
where: 
S = estimated standard deviation, 
W = sum of the squares of all of the indi- 

(SQ2 = square of the total of the individual 

n = number of values. 
NOTE 1 -Care must be taken in using either of 

these equations to be sure that a sufficient number 
of decimal places is carried in the sum of the values 
and in the sum of their squares so that serious 
rounding errors do not occur. For best resuIts, ali 
rounding should be postponed until after a value 
has been obtained fors. In this recommended prac- 
tice, the standard deviation is obtained from an 
analysis of variance of the results of an interlabora- 
tory test program (see Section 7). 

3.8 coefficient of variation-a measure of 
relative precision calculated as the standard 
deviation of a series of values divided by their 
average. It is usually multiplied by 100 and 
expressed as a percentage. 

3.9 range - the absolute value of the alge- 
braic difference between the highest and the 
lowest values in a se€ of data. 

3.10 duplicates -paired determinations 
performed by one analyst at essentially the 
same time. This concept also applies to other 
such multiple determinations. 

3.11 95 % confidence interval or confi- 
dence limits-that interval or range of values 
around an observed value which will, in 95 % 
of the Eases, include the expected value. The 

vidual values, 

values, and 
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expected value is the average of an infinite 
series of such determinations. 

3.12 95 % conjûience level-a term com- 
monly used for establishing the probability of 
precision statements and means that there are 
95 in 100 chances of being correct, and 5 in 
100 chances of being wrong, when predicting 
that the expected precision (or expected 
value) will fa11 within the specified limits or 
range. 

3 -13 repeatability -the precision of a 
method expressed as the agreement a-ainable 
between independent determinations per- 
formed by a single analyst using the same 
apparatus and techniques (see 5.2.6,7.2,  and 
7.2.12). 

3.14 reproducibility - the precision of a 
method expressed as the agreement attainable 
between determinations that are performed in 
different laboratories. 

4. Preliminary Studies 
4.1 General-This section covers the pre- 

liminary work that should be carried out in a 
few laboratories before undertaking a full in- 
terlaboratory evaluation of a method. 

4.2 When a task group is asked to provide 
a specific analytical procedure, there may be 
one or more methods available from the iiter- 
ature or from laboratories already performing 
such analyses. In such cases, these methods 
have usually been the subject of considerable 
research, therefore any additional study of 
variables, at this stage, would be a waste of 
time. It is recommended that such methods be 
rewritten in ASTM format, with full descrip 
tions of the equipment and procedure, and be 
evaluated in a pilot run by a few laboratories 
on selected materials. Three laboratories and 
at least three such materials, using one or two 
analysts performing duplicate determinations 
on each of two days, by each method, consti- 
tutes a practical plan that can be analyzed by 
the procedures described in Sections 6 , 7 ,  and 
8. Such a pilot study will confirm the ade- 
quacy of the methods and supply qualitative 
indications of relative precision and accuracy. 

4.3 When the method to be evaluated is 
new, or represents an extensive modification 
of an available method, it is recommended 
that a study on variables be carried out by at 
least one laboratory to establish the parame- 
ters and conditions to be used in the descrip 
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tion of the method. This should be followed 
by a three-laboratory pilot study before un- 
dertaking a full interlaboratory evaluation. 

4.4 Detailed procedures for executing such 
preliminary studies are not described in this 
recommended practice but are available in the 
generak?statìstical literature (4). 

5. Planning the Interlaboratory Study 
5.1 General-This section covers the rec- 

ommendations for the planning of interlabo- 
ratory studies. 

5.2 Variables-The major variables to be 
considered are methods, materials or levels, 
laboratories, apparatus, analysts, days, and 
runs as follows: 

5.2,1 Methods -The preliminary studies of 
Section 4 should lead to an agreement on a 
single method, which can then be evaluated in 
a full interlaboratory study. If it is necessary 
to evaluate two or more methods, the com- 
plete program must be carried out on each 
method. In either case, it will be  assumed that 
the variables for each method have been ex- 
plored and that a well-standardized, fully de- 
tailed procedure has been prepared. The time 
and expense required for an extensive preci- 
sion study cannot be justified if the prepara- 
tion is incomplete. 

5.2.2 Materials or Levels-The number of 
samples distributed should be held to the min- 
imum needed to evaluate the method ade- 
quately, (Increasing the number of samples 
will. not significantly increase the degrees of 
freedom available for predicting the repro- 
ducibility of the method. This-can be achieved 
only by increasing the number of laborato- 
ries.) Some interlaboratory studies can be lim- 
ited to a single sample, as in the case of pre- 
paring a specific standard solution. Methods 
applicable to a single product of high purity 
can usually be evaluated with one or two sam- 
ples. When different concentrations of a con- 
stituent or values of a chemical property are 
involved, the samples should represent the 
approximate lower, middle, and top levels of 
the expected range. If these vary over a wide 
range, the number of levels should be in- 
creased and spaced to cover the range. 

5.2.3 Laboratories -To obtain a reliable 
precision estimate, it is recommended that the 
inferlaboratory study include approximately 
ten qualified laboratories. When this number 
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of independent ,laboratories cannot be re- 
cruited, advantage can be taken of a liberal- 
ized definition of collaborating laboratories, 
quoted as follows from p. 9 of STP 335 (3): 

Here the term ?collaborating laboratory? has a 
more specific meaning than in common usage. For 
example, a testing process often consists of an inte- 
grated sequence of operations using apparatus, re- 
agents, and measuring instruments; and several 
more or less independent instaliations may be set up 
in the. same area or ?laboratory.? Each such partic- 
ipating installation should be considered as a collab- 
orating laboratory so far as this procedure is con- 
cerned. Similarly, sets of test results obtained with 
different participants or under different conditions 
of calibration would in general constitute results 
from different collaborating laboratories even 
though they were obtained OIT the Same sets of 
equipments. 

This concept makes it possible tQ increase fhe 
available ?laboratorie~? by using two analysts 
(but not more than two) in as many laborato- 
ries as needed to bring the total to the recom- 
mended minimum of ten. In such cases, the 
two analysts must evaluate the method inde- 
pendently in the fullest sense of the word, 
interpret as using different sampIes, different 
reagents, different apparatus where possible, 
and perform the work on diaerent calendar 
days. (In the design in 5.8, laboratories using 
two analysts are designated as A-1, A-2, B-1, 
B-2, etc.). The most desirable laboratories 
and analysts are those having previous experi- 
ence with the proposed method or with similar 
methods. It is essential that enough experi- 
ence be acquired to establish confidencein the 
performance of a laboratory before starting 
the interlaboratory test series. Such prelimi- 
nary work must be done with samples other 
than those to be used in the formal interlabo- 
ratory test program. 

5.2.4 Apparatus-The effect of duplicate 
setups is not often a critical variable in chemi- 
cal analysis. In instrumental methods, how- 
ever, apparatus can become an important fac- 
for because the various laboratories may be 
using different makes or types of equipment, 
for example, the various colorimeters and 
spectrophotometers used in photometric 
methods. In such cases, the effect of appara- 
tus becomes confounded with between-labo- 
ratory variability, and special care must be 
used to avoid misinterpreting the results. Of 
course, if- enough laboratories have instru- 
ments of each type, the apparatus can be 
made a planned variable in the study. 

. 
\, 124 . 
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5.2.5 Analysts-The use of a single analyst 

in each laboratory (as described in 5.2.3) is 
adequate to provide the information needed 
for calculating the repeatability and reproduc- 
ibility of the method as covered in this recom- 
mended practice. It is essential that all ana- 
lysts complete the entire interlaboratory test 
program. With regard to analyst qualifica- 
tions, an analyst who is proficient in the 
method should be selected. 

5.2.6 Days -The repeatability of the 
method (see 3.13) shall be evaluated in terms 
of independent determinations by the same 
analyst. To achieve this, all scheduled deter- 
minations must be performed on each of two 
days (see 5.8 and 7.2). 

NOTE 2-As used in this recommended practice, 
the term “days” represents replication of a set of 
determinations performed on any day other than 
that on which the first set was run. It may become a 
s stematic variable to the extent that it 1s desirable 
tgat a given laboratory run the entire set on an- 
other. Although this may introduce a bias for that 
laboratory, there appears to be little chance that 
such a bias would be common to all laboratories. 
When preiminary studies suggest that instability 
may result in an overall systematic “days” effect, 
special planning will be required to take care of this 
problem. 

5.2.7 Runs -The multiple determinations 
performed at the same time orxithin a very 
short time interval, on each day should be 
taken into consideration. 

5.3 Number of Deferminations -Each ana- 
lyst is required to perform duplicate determi- 
nations on each sample on each of two days. If 
one determination of a paired set is acciden- 
tallyruined, another pair must be run. An odd 
or unusual value does not constitute a ruined 
determination. In such cases, an additional set 
of duplicate determinations should be run and 
all values reported, with an assignable cause, 
if at all possible. 

5.4 Samples: 
5.4.1 One person should be made respon- 

sible for accumulating, subdividing, and dis- 
tributing the materials to be used in the test 
program. Extra samples should be held in 
reserve to permit the necessary replacement 
of any that may be lost or damaged in transit. 
Proper techniques in packaging and sampling 
should be followed. If a collaborating labora- 
tory should receive a sample that shows evi- 
dence of leakage, or that is suspect for any 
ofher reason, the recipient should not use it 
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and should immediately request a replace- 
ment. 

5.4.2 The most important requirement is 
that the subsamples be represenfative and as 
homogeneous as possible. This is to be em- 
phasized in preparing samples involving the 
comparison of a test with a reference method. 
If collaborating laboratories are involved in 
evaluating a single method, a high degree of 
homogeneity should be assured. In such cases, 
it is recommended that the person responsible 
for preparing and distributing samples con- 
duct analyses on representative lots to deter- 
mine that the sampling error is acceptably 
low. 

5.4.3 Instability of any type may impose 
other restrictions on the execution of a 
planned program. It is the responsibility of the 
task group chairman to incIude in the plans for 
the interlaboratory study specific instructions 
on selecting, preparing, storing, and handling 
of the standard samples. 
5.4.4 The samples distributed for the for- 

mal interlaboratory test program should not 
be used for practice runs. Where dryruns are 
performed to develop proficiency in an inex- 
perienced analyst or laboratory, conduct the 
test on samples other than those distributed. 

5.5 Scheduling and Timing-hterlabora- 
tory studies fail occasionally because a time- 
table had not been established to cover the 
program, particularly in cases where the ma- 
terials have changes in storage, after opening 
the container, etc. The instructions to the col- 
laborators should cover such points as the 
time between receipt of samples and their 
testing, the time elapsing between start and 
finish of the program, and the order of per- 
forming the tests, etc,, with particular atten- 
tion to randomizing as a means of avoiding 
systematic errors. 

NOTE 3 -A discussion of randomizing is beyond 
the scope of this recommended practice. Refer to 
standard textbooks on statistics and specifically to 
Refs (5, 6). 

5.5 Instructions and Preliminary Question- 
naire - Having decided on the variables and 
levels for each, the task group chairman 
shouId distribute to all participants a complete 
description of the planned collaborative 
study, emphasizing any special conditions or 
precautions to be observed. A detailed proce- 
dure and description of equipment, prepared 
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in ASTM format, must be included. A ques- 
tionnaire similar to the one in Table 1 will aid 
materially in the successful execution of the 
interlaboratory study. 

5.7 Report Form -A  -form for reporting 
the essential data should be prepared and dis- 
tributed (in duplicate) to all collaborators, 
who should be instructed on the number of 
decimal places to be used. It is recommended 
that interlaboratory studies be reported to one 
decimal place beyond that called for in the 
“Report” instructions of the method under 
study. Any subsequent rounding-off should be 
done by the task group chairman or the data 
analyst. 

5.8 Design for an Interlaborafory Test Pro- 
gram -The plan given in Table 2 should cover 
most cases where laboratories and levels (or 
materials) are the principle variables. This 
plan calls for each analyst to perform two 
determinations in parallel on each of two 
days, at each level. Where additional varia- 
bles must be included, the proposed program 
should be referred to a statistician or to the 
subcommittee on precision and accuracy for a 
specific recommendation. 

6. Determination of Outlying Observations 
6.1 General -This section covers some ele- 

mentary recommendations for dealing with 
outlying observations and rejection of data. 
Lacking a universally accepted practice for the 
rigid application of available statistical tests, 
considerable technical and common-sense 
judgments must be exercised in using them. 
Accordingly, the following procedures are of- 
fered only as guides for the data analyst and 
all decisions to exclude or to- include any sus- 
pect data shail be subject to the approval of 
the task group concerned. 

NOTE 4-The test for outlying observations 
should be applied only once to a set of inferlabora- 
tory test data. Although two or more values can be 
rejected simultaneously, in no case should the re- 
maining data again be tested for outliers. 

6.2 Principle of Method: 
6.2.1 The tests for outliers among the 

“multiple runs” and “different days” data are 
based on control chart limits for the range, as 
described in ASTM STP 15 C (7). 

6.2.2 The test for outlying observations 
among laboratory averages is described in 
Recommended Practice E 178. For supple- 
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mental tests which are optional, task forces 
are referred to the methods of graphical diag- 
nosis (1) and of laboratory ranking using aver- 
ages (2). 

6.2.3 The choice of probability levels for 
each of the three tests i s  based on practical 
experience gained from a number of interlab- 
oratory studies involving chemical or physical 
properties. 
NOTE 5-In choosing probability levels, there 

are two alternatives: (1) using a high probability 
level, accepting the divergent data, inflating vari- 
ances, and perhaps failing to find significant differ- 
ences; or (2) using a lower probability level, reject- 
ing the divergent dafa, deflating variances, and per- 
haps finding significance where none exists. In the 
case of multiple runs in an interlaboratory test pro- 
gram, the choice of the 99.9 % level is basedon the 
premise that only a high degree of divergence 
should justify rejection of data from a laboratory for 
this reason. The 99.0 % level for days also reflects 
this premise. The 95 % level for laboratories is 
frequentIy used and is chosen here because an out- 
lying laboratory average, even at this probability 
level, may have a pronounced effect on the claimed 
reproducibbility of the method (see also 6.7.2). 

6.2.4 The procedures are illustrated by 
data developed in an interlaboratory study on 
the determination of fat content (see Table 3). 

6.3 Outliers Between Runs: 
6.3.1 Using the data of Table 3, tabulate 

the results of the duplicate runs on each of two 
days, in each of the twelve laboratories. Cal- 
culate the individual ranges and the average 
range as shown in Table 4. 

6.3.2 Multiply the average range by the 
factor 3.488 to obtain the critical range at a 
99.9 % probability level (0.1 % significance 
level). For the seven samples in question, 
these values are: 

Sample Average Critical 
Range Range 

Beef-1 O .27 0.94 
Beef-2 0.50 1.74 
Beef-3 O .67 2.33 
Pork-1 o -21 0.73 
Pork-2 0.90 3.13 
Frankfurter 0.35 1.22 
Bologna 0.18 0.62 

NOTE 6-The factor 3.488 is the D4 value used 
to calculate the up er control limit for the range and 
is derived by the &lowing equation: 

where d3 and dz apply to the range of two values 
(see Table B2, p. 115 of ASTM STP 15 C) and t is 
the two-tailed value of the ‘Y” distribution for p = 
0.001 and DF = m. 

The foliowing are the D4 factors a t  other proba- 
bility levels, for values of n = 2,3 ,  and 4 replicates: 

0 4  = 1 +. tdJdz 

726 
-. 
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Probability n - 2  n = 3  n = 4  
Level, % 

99.9 

99.0 
95.0 

99.73 (3s) 
3-488 2.728 2.405 -~ 
3.267 2.575 2.282 
2.947 2.352 2.100 
2.482 2.029 1.837 

6 3 .3  Scan the individual ranges of Table 4 
for vaIues exceeding the critical range. For 
this example, the following values occur: 

Sample Critical Observed Suspect 
Range Range Labora- 

tory 
Beef-1 0.94 2.80, 1.10, 0.45 5 
Beef-2 1.74 4.80,3.75, 0.46 5 
Beef-3 2.33 9.95,3.30, 0.50 5 
Po*-1 0.73 2.25,1.15,0.35 5 
Pork-2 3.13 18.30, 0.70 5 
Fraikfurfer 1.22 3.85,0.78 5 
Bologna 0.62 (0.55, max) none 

The indicated laboratories are suspect as re- 
jectable at a 99.9 % probability level. 

6.4 Outliers Between Days: 
6.4.1 Calculate the averages (to 0.1 unit) 

of the duplicate runs performed each day. 
Tabulate and determine the individual ranges 
and the average range as shown in Table 5. 

6.4.2 Multiply the average range by the 
factor 2.947 to obtain the critical range at a 
99 .O % probability IeveI (1 .O % significance 
level). Scan the individual ranges of Table 5 
for values exceeding the critical range. For 
this example, the values are as follows: 

Sample Aver- Critical Observed Suspect 
age Range Range L a b  
Range ratory 

Beef-1 0.70 2.06 5.90,0.55 5 
Beef-2 0.37 1.09 2.13,0.43 5 
Beef-3 1.01 2.97 9.52,0.83 5 
Pork-1 0.23 0.67 1.90, 0.20 5 
Pork-2 0.32 0.94 1.10,0.65 9 
Frankfurter 0.54 1.59 4.57, 0.41 5 
Bologna 0.29 0.85 1.17, 0.50 5 

The indicated laboratories are suspect as re- 
jectable at a 99.0 % probability level. 

6.5 Outliers Among Laboratory Averages: 
6.5.1 Calculate the laboratory averages (to 

one place beyond normal reporting level) and 
tabuiate (see Table 6). 

6.5.2 Optional - Rank the average of each 
laboratory’s four determinations on each sam- 
ple from 1 for the highest average, ranging to 
12 for the lowest, as shown in Table 7 ,  and 
calculate the collaborator’s scores as shown. 
Suspect laboratories are any whose score is 
beyond limits as tabulated by Youden (1) in 
Table 8.  
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6.5.3 Optional - Prepare two-sample plots 
of laboratory averages (means) €rom Table 6, 
as previously described (1) and as illustrated 
in Figs. 1 and 2, and examine the plots to 
identi@ the laboratories whose data are er- 
ratic or exhibit marked systematic errors rela- 
tive to the consensus. 

6.5.4 Determine the standard deviation 
among laboratory averages for each material 
using the calculating form of the equation 
given in 3.7 (see Table 6). 

6.5.5 Referring to Recommended Practice 
E 178, calculate the test criteria as follows: 

6.5.6 Using TabIe 9, obtain the critical 
value of Ta t  the 5 % significance level (95 % 
probability) for n = 12. Comparing the ob- 
served with the critical values, the data show: 

Sample Critical Observed Suspect 
T Ta or Ti Laboratory 

Beef-I 2.285 (2.10max) none 
Beef-2 2.285 3.02 5 
Beef-3 2.285 3.06 5 
Pork-1 2.285 3 .O2 5 
Pork-2 2.285 3.17 5 

Bologna 2.285 2.83 5 
Frankfurter 2.285 (2.25 max) none 

The indicated Iaboratories are suspect as re- 
jectable a t  a 95.0 % confidence level. 

6.5.7 Recommended Practice E 178 also 
indicates that an alternative system based en- 
&rely on ratios of simple differences among 
ihe determinations is given in the literature 
(8,9). That procedure may be used if it is felt 
highly desirable to avoid the calculation of s. 

6.6 Summary-The data of 6.3, 6.4, and 
6.5 can be summarized as follows: 

Laboratories Suspect as Rejectionable 

Sample Runs Days Laboratory 
at 99.9 % at 99.0 % Averages 

at 95.0 % 
Beef-1 5 5 none 
Beef-2 5 5 5 
Beef-3 5 5 5 
Pork-1 5 5 5 
Pork2 5 9 5 
Frankfurter 5 5 none 
Bologna none 5 5 

6.7 Disciission: 
6.7.1 When the operations in Section 6 

show any set of data from a laboratory to be 
suspect, every effort should be made to find 
an assignable cause that will justify rejection. 

/ 
I L I  
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6.7.2 As this recommended practice does 
not provide procedures for the analysis of data 
in which values are missing, rejection in any 
one of .the three categories (runs, day, or 
laboratories) makes it necessary to exclude 
from the analysis of variance all of the data 
from that laboratory which is pertinent to the 
material or sample in question, 

6.7.3 Although rejected data are usually 
excluded before performing the analysis of 
variance, it is advisable to perform the analy- 
sis using the entire set, as well as after the 
elimination of the suspect data. Calculation of 
the variances with and without the suspect 
data yields two sets of results which may be 
compared and the comparison may be useful 
in appraising the results of the entire program, 
as well as in deciding whether or not the 
rejection is justified. 

7. Determination of Components of Preci- 
sion 

7.1 General: 
7.1.1 This section demonstrates the statis- 

tical analysis of typical data obtained with the 
design of 5 .II. 

7.1.2 An abridged analysis of variance (see 
7.2) gives the basic information needed for 
calculating repeatability and reproducibility as 
defined in this recommended practice. It de- 
termines the between-laboratories and within- 
laboratories variances for each level and com- 
bines them to give the two pertinent standard 
deviations or coefficients of variation. 

7.1.3 This procedure disregards interac- 
tions. An optional procedure is outlined for 
use in determ.ining interactions (see 7.4). 
Task groups are referred to the literature (1, 
2) and specifically to ASTM STP 335 (3). 
Laboratory-sample interaction of the collabo- 
rative data is calculated by referring to the 
published procedure (2) for analysis of vari- 
ance using data on all samples at one time 
rather than one at a time and is outlined in 
7.4. 

7.2 Analysis of Variance -The abridged 
analysis of variance is illustrated in the follow- 
ing sections by an example representing a col- 
laborative study of a single method involving 
five meat and two meat product samples and 
an adequate number of laboratories, with one 
qualified analyst in each laboratory carrying 
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out two determinations (paired duplicates) on 
each of 2 days. Although by some definitions, 
the repeatability estimate can be based on €he 
variation between paired duplicates, experi- 
ence in chemical testing shows that such esti- 
mates are usually more optimistic and imply a 
superior level of precision than when they are 
derived from independent determinations 
performed on different days. This recom- 
mended practice uses the duplicate results 
only for calculating acceptable checking limits 
for such duplicates (see 7.2.10 and 7.2.12.1) 
and elecfs to base estimates of repeatability on 
the averages of the duplicate determinations 
obtained on each of 2 days. Accordingly, the 
analysis of variance determines the within- 
laboratory, between-days variance and the 
between-laboratory variance for each sample 
and provides for combining the data for all 
samples to give oyeraii standard deviations (or 
coefficients of variation) that are used to cal- 
culate the repeatability and reproducibility of 
the method, 

7.2.1 Specific Example -Seven meat and 
meat product samples were analyzed for fat 
content by a single analyst, in each of twelve 
laboratories. The entire set of data is in ac- 
cordance with Section 6 and Table 3. Only the 
results for sample Beef-1 are used in the fol- 
lowing sections to demonstrate the analysis of 
variance. 

7.2.2 Homogeneity of Data and Testing of 
Outliers -On applying the tests for outliers 
(see 6.61, the results of Laboratory S were 
excluded because of divergent values between 
runs and days and among the laboratory aver- 
ages. Table 10 shows the remaining data as 
the averages of the duplicate determinations. 

7.2.3 Coded Data -To avoid handling 
large numbers in the analysis of variance, data 
can be coded by arbitrarily selecting a con- 
stant for each sample and then subtracting the 
selected value from all determinations of a 
sample without affecting the results. In per- 
forming this abridged analysis of variance, it 
was elected to use the collaborative fat deter- 
minations without coding.. 

7.2.4 Analysis of Variance -Perform the 
following operations either directly on the val- 
ues determined or on the coded data. 

7.2.4.1 Square the individual values and 
add them, as follows (use day averages, Table 
5 ,  Table 10, or coded data): 
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!SIB 
10.702 + 10.8Y + 10.752 + , . . + 10.102 

+ 10.982 + 10.802 = 2556.3800 ( I )  

7.2.4.2 Square the coIumn totaIs, add 
them, and divide by the number of values in 
each column, as follows: 
(21.932 21.772 + . . . + 22.5P 

+ 21.582)/2 = 2555.8933 (2) 

7.2.4.3 Add the individual values, square 
this total, and divide by the number of values, 
as follows: 
(10.70 -f 10.85 + . . . + 10.98 

+ 10.80)2/22 = 2553.5672 (3) 

7.2.4.4 From the analysis of variance, 
shown in Table 11, calculate the components 
of variance as follows: 

sa2 = 0 . 0 4 4 2 ; ~ ~  = d o m  = 0.2103 
~6‘ = (0.2326 - ~,2)/2 = (0.2326 - 0.0442)/2 = 

(0.1884)/2 = 0.0942 
s,+b2 = sa2 + só2 = (0.0442 + 0.0942) = 0.1384; 

where: 
sa = estimated standard deviation of a sin- 

gle result (average of duplicates) 
within a laboratory, based on 11 de- 
grees of freedom, and 

sa+b = estimated standard deviation of a sin- 
gle result (average of duplicates) in 
any laboratory, based on approxi- 
mately 10 degrees of freedom (see 
7.2.11). 

7.2.5 Other Materials -Perform analyses 
of variance on the data for the other six sam- 
ples, using the example in 7.2.4 as a model. 
These analyses are not illustrated, but the 
results are shown in 7.2.6. 

7.2.6 Pooling of Data -Summarize the 
data for the seven materials in the format 
shown in Table 12. 

7.2.6.1 The tabulated values should ex- 
hibit one of the following three patterns: (1) 
thes, or thesa+b values are in good agreement 
for the seven sampIes, in which case, proceed 
with pooling as shown in 7.3; (2) the coeffi- 
cients of variation are in agreement for the 
seven samples; or (3) neither show the de- 
sired uniformity. 

7.2.6.2 In Table 12, the range of sa is 
0.0745 - 0.2478 and represenfs a three-fold 
variation. The range of the corresponding 
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coefficient of variation is 0.4066 - 2.1326 
and represents a five-fold variation. The lower 
variation of sa is the first indication that it 
would be preferable to pool the values of sa 
corresponding to the 7 samples rather than 
those of the coefficient of variation. As a 
second indication, inspection of the’graphical 
treatment of sa versus fat content and coeffi- 
cient of variation versus fat content, shows 
that except for the lowest fat content (P-l),sa 
does not vary in proportion to fat content, but 
the coefficient of variation does decrease 
smoothly for increasing fat content. 

7.2.6.3 Confirmation of which values ofs, 
can be pooled is obtained by testing the sam- 
ple variances Gaz) obtained in 7.2.4.4 for 
homogeneity by Bartlett’s chi-square test (10) 
as described in 7.2.7. 

7.2.7 Homogeneity of Variance by Bart- 
lett’s Test (Optional) -Perform Bartlett’s chi- 
square test on any group of variances (s2 du- 
plicates, sa2, sb2, or s , + ~ ~ )  to be able to select 
which individual sample variances of the 
group can be pooled to obtain an overall vari- 
ance that is representative of the pooled group 
of samples, where: 

chi-square = 2.3026 (ni - 1) I[: 1 
a 

log? - c (ni - 1) logs: 

7.2.7.1 Step 1 -Tabulafe the sample vari- 
ances (from 1 to a )  as shown in Table 13 for 
sa2, code the variances with a multiplicative 
code to avoid calculating negative logarithms, 
and obtain the common logarithms of the 
coded values. This coding has no effect upon 
the results of the test. 

7.2-7.2 Step 2-Sum the degrees of free- 
dom of the individual variances as follows: 21 
+ 21 + 21 + 21 + 19 + 21 + 21 = 145. 

7.2.7.3 Step 3 -Compute a weighted aver- 
age coded variance ($3 as follows: 

[(21 x 44.245) + (21 x 33.591) + (21 x 61.391) 
+ (21 x 5.545) + (19 x 39.64) + (21 x 22.336) 

+ (21 X 36.573)]/145 = 34.6928 

7.2.7.4 Step 4-Obtain the logarithm of 
coded S2 as follows: 

log 34.6928 = 1.5402 

7.2.7.5 Step 5-Compute the sum of the 
products of the log-coded variances and multi- 
ply by the degrees of freedom: 

FF 729 
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4Cb 
(21 X 1.6459) + (21 X 1.5262) f (21 X 1.7881) 

+ (21 X 0.7439) + (19 X 1.5981) + (21 X 1.3490) 
+ (21 X 1.5632) = 211.3059 

7.2.7.6 Step 6-Compute the chi-square 
value as a natural logarithmic value as follows: 

x * = 2.3026 [(quantity 2 X quantity 3) 

. 

- quantity 41 
= 2.3026 [(145 x 1.5402) - 211.30591 
= 27.6977 

7.2.7.7 Step 7-Compute a correction fac- 
tor to adjust the chi-square value for the de- 
grees of freedom involved. The correction 
factor is especially useful if the chi-square 
value lies slightly above the borderline of sig- 
nificance. 
Correction factor, C = 1 

1 1 +- - 
3(u - 1) (% - 1) 

= 1 + &[I+ I 
3(7 - 1) 21 21 
1 1 1 1  

+-f-+-+- 21 21 19 21 +---I 1 1  
21 145 

= 1 f (0.0555) (0.3314) 
= 1.0184 

7.2.7.8 Step 8-Compute the adjusted chi- 
square value using the correction factor: 
chi-square (adjusted) = 27.6977/1 .O184 

= 27.19; wherea - 1 = 6 DF 
7.2.7.9 Step 9-Compare the calculated 

chi-square (adjusted) value with the tabular 
value (see Table 14) for a selected probability 
level and the appropriate degrees of freedom. 
For the present example, thë calculated value 
exceeds the tabular value of 12.59 (P = 0.05, 
6 DF) indicating that the seven variances are 
significantly heterogeneous. 

7.2.7.10 Step 10 -When heterogeneity is 
indicated, compute a new chi-square value 
excluding the highest or lowest variance of the 
group. By inspection of the variances listed in 
Table 13, there is a greater arithmetic differ- 
ence between the two lowest variances than 
between the two highest. Excluding the lowest 
variance (sample P-i), a chi-square (adjusted) 
value of 5.6 (5 DF) is obtained. This does not 
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exceed the tabular value of 11.1 ( P  = 0;05, 5 
DF), and indicates homogeneity so that the 
six variances can be pooled as shown in 7.3.2 
with its respective (k) (m) (n - 1) DF. 

7.2.8 When the values of the coefficient of 
variation of repeatability show good agree- 
ment, the mathematical procedure for pooling 
them is analogous to pooling variances. Using 
the values for within-laboratories for six of the 
samples shown in Table 12, for example, a 
pooled coefficient can be calculated as follows 
using the same respective (k) (m) (n - 1) 
degrees of freedom for weighting: 

{[(li) (1.952)' + (11) (0.895)' 
su x 100 
X 

-= 

+ (11) (0.972)2 + (10) (0.407)2 
+ (il) (0.550)' + (11) (0.846)2]/(11 
+ 11 + 11 + 10 + 11 -F 11)}"2 

* 1.07 % 

7.2.9 The values of standard deviation 
($a+(,) and the coefficient of variation of repro- 
ducibility from Table 12 are also examined for 
agreement or pattern of uniformity. The sa+b 

values, except for the lowest fat content (sam- 
ple P-i), generally increase smoothly in pro- 
portion to increasing fat content. The values 
of the coefficient of variation of reproducibil- 
ity, except for the two lowest fat contents 
(samples P-1 and B-1), generally decrease in 
proportion to increasing fat content and do 
not exhibit more uniformity than standard de- 
viation. To confirm which valueS.of s,+(, can 
be pooled, the sample variances (sa+b2) in 
7.2.4.4 are tested for homogeneity by Bart- 
letts's chi-square test as described in 7.2 -7. 
The homogeneous groups of sample variances 
of reproducibility can be pooled as shown in 
7.3.2; or the sample values of coefficient of 
variation, grouped according to agreement, 
can be pooled as shown for repeatability in 
7.2.8, using the respective (rn 1) degrees of 
freedom as follows: 
SU+6 x loo/-% = {[(€o x 3.4532) 

+ (10 X 1.9052) + (10 X 1.7562) 
+ (9 x 1.309') + (10 X 1.891') 

+ (10 X 2.126')]/(10 + 10 + 10 + 9 
= 2.19 % 

7.2.10 Checking Limits for Duplicates -A 
useful precision estimate can be obtained 
from the values for the duplicate determina- 
tions in the form of the permissible range for 
such paired determinations. The standard de- 

+ 10 + 
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viation for duplicates can be calculated from 
the origina1 data for paired determinations as 
illustrated for Beef-1 in Tabie 15. 
s (from duplicates) 

- um of the squares of all differences 
2 x (number of sets) 

- 

10.6á01 - - v E  ’ 
= 0.12, based on 22 degrees of freedom 

7.2.10.1 The data for the other six samples 
are analyzed similarly, after eliminating out- 
liers (6.3.3). These operations are not ulus- 
trated but the results are summarized in TabIe 
16. As was the case in 7.2.6, the sample 
variances are tested for homogeneity by Bart- 
lett’s test. The chi-square (adjusted) value for 
the 7-sample variances is 14.2. This exceeds 
the tabular value of 12.6 (P = 0.05, 6 DF) 
and indicates significant inhomogeneity. Ex- 
cluding the lowest variance (sample P-11, a 
chi-square (adjusted) value of 6.1 is obtained, 
which does not exceed the tabular value of 
11.1 (P = 0.05,5 DF). This indicates that the 
sample variances can be pooled for six sam- 
ples (excIuding sample P-1) using the respec- 
tive (k) (m) (n) (r - 1) degrees of freedom for 
weighting as shown in the example in 7.3.2. 
Similarly, a pooled value of the coefficient of 
variation between duplicates of the same six 
samples can be calculated as follows: 
Pooled coefficient of variation 

= {r(zz x 1 . 1 5 0 ~ )  + (22 x 0.a3121 
+ (22 X 0.52002) + (23 X 0.33313 
+ (23 X 0.725P) + (24 X 0.72902)] 

. /(22 + 22 + 22 + 23 + 23 + 24)}lf2 

= .\/0;569i = 0.75 % 

7.2.11 Degrees of Freedom -Calculation 
of the exact number of degrees of freedom 
applicable to the pooled coefficient of varia- 
tion (or to the pooled standard deviation) is a 
complex procedure which is beyond the scope 
of this recommended practice. To permit 
making predictions concerning the reproduci- 
biìity in a universe of laboratories based on a 
study among m laboratories, a conservative 
estimate of (m - 1) degrees of freedom is 
used. For an estimate of the repeatability of 
the method, the available degrees of freedom 
can be approximated from the foilowing equa- 
tion: 
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DF = k materiais or levels 
X m laboratories X (n - 1) days 

7.2.11.1 In view of the fact that tests for 
outlying observations may reject some data 
and result in different values of m for each 
leve1 of material, it is more correct to calculate 
the total degrees of freedom by adding the DF 
values for the pertinent levels. For the exam- 
ple cited, the between-days, within-laborato- 
ries DF values of Table 12 are used. With 
regard to checking limits for duplicates, the 
avaiIable DF can be approximated as follows: 
DF = k materials or levels 

x m laboratories 
x n days x ( r  - 1) multiples 

For the reasons given in 7.2.11, it is also more 
correct to total the D F  values for the applica- 
ble levels, as shown in Table 16. 

7.2.12 Calculation of Precisìon Estì- 
mates -The following precision estimates 
should be calculated from the pertinent coeffi- 
cients of variation, previously described, as 
illustrated below: 

7.2.12.1 Checking Limits for Duplicates 
(95 % Confidence Level) - MultipIy the coef- 
ficient of variation for duplicate runs by the 
factor for the applicable degrees of freedom 
obtained from Table 17 ( l l , l Z ,  13). For the 
range of two results, these factors can be cal- 
culated as follows: - 

Factor = d G  
For the example cited in 7.2.10.1, where (s x 
l O O ) / X  = 0.75 % and DF = (22 f 22 + 22 -t- 
23 + 23 + 24) = 136; 0.75 X 2.79 = 2.11 % 
relative, for the fat content range of 10.8 to 
47.8 %, which is the maximum range for du- 
plicafe values acceptable at a 95 % confi- 
dence level. 

7.2.12.2 Repeatability (95 % Confidence 
Level) -Similarly, multiply the overall coeffi- 
cient of variation for the between-days, 
within-laboratories data by the indicated fac- 
tor. For the example in 7.2.8, where (sa X 
lOO)/z = 1.07 % and DF = (11 + 11 + 11 + 
10 + 11 + 11 i- 11) = 65; 1.07 x 2.82 = 
3.02 % relative, for the fat confent range of 
10.8 to 49 %, the maximum range between 
two values (each the average of dupkates 
obtained by the same analyst on different 
days) accepfable at a 95 96 confidence ievel. 

7.2.12.3 Reproducibility -These values 
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