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0 Introduction 

All measurements of physical quantities are subject to uncertainties, which may be due to bias errors in the equipment used for 
calibration and measurement, or to random scatter caused by-a lack of sensitivity of the equipment used for the measurements, etc. 

During the preparation of IS0 748[11, much discussion was given over to the question of the magnitude of errors in measurements, 
and it was concluded that recommendations could only be formulated on the basis of an analysis of sufficient data. Moreover, it was 
recognized that to be able to analyse such data statistically, it was essential that the data be collected and recorded on a standardized 
basis and in a systematic manner, and this recognition lead to the preparation of IS0 1088W 
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On the basis of the procedures given in these two lnternatio Inal Standards 
following rivers (see annex A for the characteristics of the rivers) : 

, data were subsequently collected and processed from the 

a) rivers Ganga, Jalangi, Yamuna, and Visvesvaraya Canal, in India; 

b) river IJssel, in the Netherlands; 

c) rivers Derwent, Eden, Lambourn, Ouse, Tyne and Usk, in the United Kingdom; 

d) rivers Columbia and Mississippi, in the USA. 

Further data obtained on the rivers Ganga and Krishna, in India, and the SPeYt Tay, Tweed, Tyne, Gala Water, Yarrow Water, 
Water and the Clyde, in the United .Kingdom, , were received later, but could not be included in the processing exercise. 

Ettrick 

1 Scope and field of application 

This Technical Report summarizes the results of investigations of the total error in measurements of flow by velocity-area methods. It 
describes the procedure used and types of errors (section one), and gives recommendation for the collection of data for investigations 
of errors (secton two) with a view to supplementing the information given in IS0 1088. 

2 Symbols 

a 

b 

bi 

di 

h rel 

i 

j 

k 

m 

n 

4 

qi 

+ 

*i 

*o 

vi 

vi 

V COtTi 

PS 

C(m 

g(k) 

= coefficient of linear regression 

= coefficient of linear regression 

= unobservable true width of section i . 

= unobservable true depth in vertical of section i 

= relative depth, measured from the surface 

= number of series of measurements (error types II and Ill) 

= number of measurements per series (error type II) . 

= time displacement autocorrelation function (of time interval, etc.) 

= number of verticals or sections per cross-section 

= number of time intervals of measured velocities (error type I) 

= unobservable true discharge 

= discharge of section i 

= stochastic sampling error of mean velocity in vertical (error type II) 

= time i 

= initial measuring time 

= velocity at time i or in section i 

= actual velocity at time i or in section i 

= mean error when measurements are made in m verticals (error type Ill) 

= autocorrelation function for time displacement k 

actual velocity from which trend is removed 

mean sampling error (error type II) 
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= standard deviation (general) 

= relative standard deviation of the total stochastic instrumental and sampling error 

cBi = relative standard deviation due to the random instrumental error determining width of section i 

aDi = relative standard deviation due to the random instrumental error determining depth of section i 

OFi = relative standard deviation due to the random fluctuation (error type I) 

OSd = relative standard deviation due to the random sampling error of the depth profile 

-h 
= relative standard deviation due to the random sampling error of the horizontal velocity profile 

-hd 
= relative standard deviation combining ash and gsd respectively (error type III) : 

a2 
Shd = 

4th + 0; 
d 

% 
= relative standard deviation of the mean velocity due to random instrumental error 

NOTE - Observations, or results of calculations using observations, are indicated by a capital letter. Statistical 
are indicated by a small letter with a circumflex. A mean value is indicated by overlining the symbol. 

quantities obtained from observations 
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Section one : Procedure and types of errors 

3 General principles of velocity-area methods and accuracy requirements 

Velocity-area methods for the determination of discharge in open channel flow consist 
number of points in the cross-section and calculation of the discharge using th is data. 

of measurements of velocity and depth at a 

The velocity is measured in a number of verticals and, in 
number of points selected for that purpose. 

each vertical, the mean velocity is determined from measurements at a 

The discharge Per unit width is th e product of mean vel 
representative for a section of the cross-sectional area. 

ocity and depth in the vertical considered. Each vertical is assumed to be 

The accuracy of the determination of the discharge is of special importance where there is either restricted or abundant discharge. 
Usually, the discharge has to serve several purposes. If the discharge is restricted, the relative importance of the different purposes 
will have to be considered and the distribution for each of these purposes will be a matter of water management policy. In addition, 
demands relating to navigation requirements, as well as sediment transport phenomena, have to be considered. 

For the statistical prediction of high floods in the framework of a “flood control” policy, it is very important to have accurate stage- 
discharge relations available. For a certain location, this relation can be read from a rating curve drawn through a number of points 
representing the results of the determination of discharge from measurements at various stages. As the stage can easily be deter- 
mined with relatively high accuracy, the accuracy of the rating curve will be the criterion for the accuracy of the determination of 
actual discharges. 

There remains, however, the question of the degree of accuracy required in such determinations. 

Usually, the degree of accuracy required will be based on a number of considerations, according to needs from the viewpoints of 
research, design, construction, economy, management, etc. An important consideration is the extent to which the accuracy can be 
improved with reasonably increased effort. Also, if improved accuracy obtained in this way is not at the time needed under the ex- 
isting conditions, the costs of the increased efforts may prove to have been a good investment in the future. 

It has been statedi that, genera Ily, an error with a 
agreement with experience and can be accepted. 1 

standard deviation of 2 to 3 % can be regarded as satisfactory. These figures are in 

4 Composition of total error 

For the determination of a discharge, a number of quantities or components have to be measured. To optimize the measurements, it 
is necessary to know the accuracy that can be achieved when measuring each of the components. As the total error is composed of 
uncertainties in the measurement of the individual components, it is evident that, if one of the components is measured relatively in- 
accurately, this may affect the total uncertainty to such an extent that very accurate measurement of the remaining components 
becomes impossible. 

ln general, a distinction can be made between errors of a systematic, and those of a stochastic (random), nature. 

According to their origin, errors can be distinguished as being 
ing of data. They can be systematic as well as stochastic. 

When using velocity- -area methods, three quantities have to 
measuremen ts will be subject to the uncertainties mentioned. 

due to the instrument used, the measuring procedures and the process- 

be measured, i.e. width, depth and flow velocity. Each of these 

In this investigation, an examination of the accuracy of the instruments was not included. 

systematic bias error of an instrument is related to the characteristic properties of the instrument. 

The stochastic instrumental error, however, has to be included i n the calculation of the total stochastic error. For 
standard deviations of stochastic instrumental errors, known from existing literature and research, are given below : 

this reason, 

a) In IS0 748, annex E, for the measurement of distance, a relative error of 0,3 % is indicated for a distance between 0 and 100 m, 
and 0,5 % for a distance of 250 m. When the distance is measured electronically, an error as a percentage of the distance (for 
instance, 0,5 to 1 %), in addition to a fixed error of 0,5 to 2 m, has to be considered. 

1, All values of errors stated in this Technical Report are at one standard deviation. 
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b) The instrumental error in the measured depth depends, to a large extent, on the composition of the river bed, which is critical if 
the sounding rod, lead or acoustic pulse of the echo-sounder penetrates into the bed. An error of 1 % is considered to be a 
reasonable approximation. 

c) For the determination of flow velocity, two types of instrument are used : the cup-type and the screw-type (propeller) current 
meter. They are calibrated by moving the current meter through still water in a calibrating tank at accurately known speeds. 
Although it remains questionable whether this method adequately simulates the reversed situation that the water moves and the 
meter is as rest, this method of calibration is generally accepted.[4] 

Although the cup-type meter seems to be more sensitive to turbulence, simultaneous measurements with cup-type and screw-type 
current meters made by Townsend and Blust,[51 Carter and Anderson[61 and Grindley[41 have shown identical results. The standard 
deviation of the stochastic calibration error of cup-type current meters is less than 1 %. 

Other investigations using a screw-type current meter showed a relative standard deviation of 4,9 % for a flow velocity of 0,2 m/s 
decreasing to 0,44 % for a flow velocity of 2,5 m/s. The absolute standard deviation showed a minimum value for a flow vebcity of 
approximately 1 m/s(a = 083 x 10 -2 m/s). 

5 Errors in mean flow velocity and depth 

5.1 General 

In the investigation, special attention was concentrated on stochastic errors in the measurements due to the methods used to deter- 
mine the mean flow velocity in the cross-section and to the methods used to determine the depth in the section considered. 

Apart from the instrumental error, the error in the mean flow velocity component can be considered as comprising three independent 
types of errors : 

- error type I (measuring time), due to the restricted measuring time of the local point velocity in the vertical; 

- error type II (number of points in the vertical), arising from the use of a restricted number of sampling points in the vertical. The 
calculated mean velocity in a vertical is, therefore, an approximation of the true mean velocity in that vertical; 

- error type Ill (number of verticals), of the same nature as error type II, due to the restricted number of verticals in the cross- 
section. The horizontal velocity profile and the bed profile between two verticals have to be determined by interpolation and, 
therefore, errors will be introduced. 

NOTE - The types of errors referred to in this Technical Report are not related to statistical type I and type II errors. 

5.2 Error type I 

5.2.1 Although steady flow conditions are assumed, the instantaneous 
phenomenon, and can, therefore, be regarded as a stochastic process. 

local point velocity, owing to turbulence, will be a random 

The mean flow velocity at a certain point, determined from measurements during a finite measuring time, will be an approximation of 
the true mean flow velocity at that point. Repetition of the same measurement, using the same measuring time, will show a deviation 
in the result. These deviations will become smaller as the measuring time becomes longer or when the fluctuations are smaller. In 
general, it can be stated that the fluctuations have less influence on the measured mean flow velocity when the measuring time is in- 
creased, and this manifests itself in a decrease of the standard deviation. 

In order to investigate the influence of the measuring time on fluctuations of flow velocity, and, therefore, 
curacy of the mean local point velocity I, the following measuring procedure is described in IS0 1088. 

Three verticals of the cross- sectio in are selected at the deepest point and at places where the depths are 
greatest depth, respectively, both located on the wider side of the vertical containing the deepest point. 

its influence on the ac- 

60 % and 30 % of the 

In each of these verticals, the velocity is meas Iured at 20, 60,80 and 90 % of the depth, measured from the surface, each measure- 
ment consisting of uninterrupted observation using a current meter for a period of 50 min, and taking a reading every 30 s. 

The fluctuations are not independent of each other 8. This means 
influence will decrease as the time interval t2 - t, increases. 

that the velocity at time t2 is influenced by the velocity at time t,. This 

This interdependence is important for the selection of the measuring time, because an improved approximation of the true flow 
velocity, which might be expected when the measuring time is increased, will, due to the interdependance, not be obtained entirely 
(see annex CL 
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If decreasing the measuring time is considered, it is necessary to know the physical background of the damping process, or, in the 
absence of this knowledge, to have a mathematical model of the ( non-deterministic) process. The following model has been tested : 

where 

is the autocorrelation function; 

is a constant; 

is a time displacement. 

For this purpose, special measurements were made with a measuring time of 10 s. The initial measuring time was 30 s. 

For the fluctuations of the flow velocity, a normal (gaussian) distribution was assumed and tested. 

5.2.2 The following conclusions concerning error type I have been drawn : 

a) In general, fluctuations of velocity behave according to normal (gaussian) distribution. 

b) The extent of fl uctuations of 
velocities increases with depth. 

velocity is related to depth. The absolute value of the standard deviation (Q-J of the point 

c) Due to the increase of Dabs and the decrease with depth of the point velocities, the relative standard deviation (o,,) 
absolute standard deviation divided by the point velocity considered, (gabs/Vpoint ), increases rapidly with depth. 

d) No relation is found between orei on the one hand and the 
width- #depth relation, respectively, on the other hand. 

location of the vertical in the cross-section, the discharge and the 

is the 

e) The hypothesis Q(Z) = e-J7 as a model for the autocorrelation function has no general validity; the hypothesis was not in 
contradiction with the results derived from measurements in nine cases, but was rejected in six other cases. However, the results 
appeared to agree with the hypothesis in one case, when a measuring time of 10 s was used. 

5.3 Error type II 

5.3.1 Usually, the mean flow velocity in a vertical is calculated bythe 
in an approximation of the true mean velocity at a certain moment. 

use of one of the computation These rules result 

A complication is that the error due to velocity fluctuations (error type I) is included in addition to the sampling error (error type II). 
Assuming steady flow conditions, and considering the dispersion of a number of measured mean velocities by means of their standard 
deviation, it is possible to determine the influence of error type I. 

IS0 1088 specifies that the determination of velocity in the vertical be carried out at ten points, with a measuring time of 60 s, 
repeated five times. Using the ten observations, the velocity profile in the vertical can be drawn and the mean velocity can be deter- 
mined using a planimeter. In this investigation, the mean velocity, determined in this way, was assumed to be the true mean velocity. 

The mean velocities calculated by using computation rules were compared with this true mean velocity. The following computation 
rules were examined : 

v= v()6 . . . (1) 
I 

v = 0,96 v0,5 

v= 0,s (v()J + v(),& 

v= 0,25 vo,* +.0,5 vo$ + 0,25 vO,8 

ii= of4 vO,* + 02 ~0,~ + 025 ~0,~ 

v= ‘I3 iv0,2 + v0,6 + v0,8) 

v= l/4 (vo,* + vo,4 + vo,7 + vo,9) 

v = o,l v,,& + 0,3 v()2 + 0,3 vO,6 + 0,2 vO,8 + o,l vbd 

. . . (2) 

. . . (3) 

. . . (4) 

. . . (5) 

. . . 6) 

. . . (7) 

. . . (8) 
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v= 116 klJrf . + v0,2 + v0,4 + v0,6 + v0,8 + Vbed) 

ii= OJ vsurf . + 012 vO,2 + 012 v()4 + 012 vO,6 + 0,2 vO,8 + o,l v&d 

The results of this examination are shown in table 1. 

Table 1 

Standard 

Rule Number 
of points 

Mean 
error h 

PUS 

% 

, Standard deviation of 

deviation of the mean 

mean error JiiiG" error 

G” - 
% including 

error type I 
% ii s+f 

% 

(I) 1 I,6 73 717 82 
(2) 1 3,3 4,8 53 6,5 
(3) 2 22 3,4 4,o 43 
(4) 3 13 4,4 \\ 4,8 0 
(5) 3 -0,8 3,3 3,4 3,9 
(6) 3 zo 3,7 42 42 
(7) 4 -0,9 22 2,4 3,o 
(8) 5 02 22 22 27 
(9) 6 -I,6 2,5 3,O 2,8 
(10) 6 or9 z1 2,3 2,4 

^2 ^2 *Jii= J&G& (root sum squared error) 

. . . (9) 

.m. HO) 

The non-systematic character of the mean error with respect to zero is taken into account using dm in a way which enables 
mutual comparison with the standard deviation and of the various rules. 

5.3.2 The following conclusions concerning error type II have been drawn : 

a) The results for a rule differ from river to river. The rules have a more general validity for larger rivers (Q > 120 m3/s) than for 
smaller rivers (Q < 120 mVs). (The criterion of 120 mVs was chosen in such a way that both groups were represented by a 
sufficient number of rivers.) 

b) The nature of the velocity profile in the vertical is sufficiently fixed by measurements at four points (rule No. 7). The result can 
be improved by increasing the total measuring time, either by measurements at more than four points or by increasing -the measur- 
ing time at each of the four points. 

5.4 Error type III 

5.4.1 Error type Ill is due to the approximation by interpolation of the bed profile and the horizontal velocity distribution betwe,en the 
verticals. 

In practice, both factors usually occur simultaneously. The measurement of flow velocity and depth takes place in a restricted number 
of verticals located in the cross-section. The selection of the number and location of the verticals is mainly based on personal 
judgment, taking into account the shape of the bed profile in the cross-section. 

In general, it is known that the selection of too few verticals may lead to a considerable error, but the extent of the approximations and 
the relation with errors of different origin are unknown. 

In this investigation, an attempt was made to enable a comparison between the error involved in the normal (subjective) practice of 
measurement and the error which remains after optimum selection of the verticals. For this purpose, a number of (objective) criteria 
were adopted. 

For the comparison, it is obvious that the horizontal velocity distribution as well as the bed profile must be known as accurately as 
possible. According to IS0 1088, either the continuous profile of the cross-section, or at least the depth at intervals of not more than 
2 % of the total width, must be measured. The horizontal velocity distribution must be observed by taking velocity readings (measur- 
ing time of 120 s) at 60 % of the depth at the intervals mentioned. Some of the criteria used in choosing verticals are described in 
annex D. 
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In order to determine the influence of the number of verticals on the accuracy achieved, the number of verticals used for the deter- 
mination of the discharge was decreased successively in a way depending on the criterion under consideration. 

The results are given in table 2 for the criteria described in annex D. They show the standard deviation of error type Ill deduced from 
regression curves drawn through the points observed. 

Table 2 

Number of 
verticals 

Relative standard deviation of error, % 

Criterion 1 : Criterion 2 : Criterion 3 : 
Bed profile in Verticals Sections 

the cross-section equidistant of equal flow . 

5 7,70 
6 7,OO' 4,52 

10 4,40 2,60 3,35 
15 3,02 1,98 2m 
20 2,20 1,65 2,08 
25 I,70 1,45 I,76 
30 I,28 I,30 ltfio 
35 1,02 I,55 
40 0,80 
45 o,a 

5.4.2 The following conclusions concerning error type Ill have been drawn : 

a) Calculating the discharge from a restricted number of verticals gives results which are systematically too low. 

b) The selection of the verticals based on the profile in the cross-section (criterion 1) leads to good results compared with the use 
of the various other criteria. 

c) Selection of the verticals according to the equidistant criterion leads to results which seem to be slightly better than those 
obtained when using the criterion “sections of equal flow”. The difference, however, should be considered to be insignificant. 

d) For large rivers (Q > 120 mW, the interpolation of the horizontal velocity profile affects the extent of the error more than the 
interpolation of the bed profile. The difference, however, is small. 

However, for small rivers (Q < 120 mW, the interpolation of the bed profile influences the error much more than the interpola- 
tion of the horizontal velocity profile. 

e) Errors in discharge, caused by the interpolation of the velocity profile and depth, respectively, are related. This relation is based 
on the interdependence between flow velocity and depth in the vertical. 

f) The error in discharge can be decreased considerably by using knowledge of the continuous profile (an echogram) when deter- 
mining the discharge, instead of using only the depth in the verticals where the flow velocity is observed. 

6 General conclusions and recommendations 

6.1 General 

A basic rule for the setting-up of discharge measurements is that the accuracy of the various components must harmonize with each 
other. 

For instance, selection of the number of verticals will not only influence the extent of error type Ill, but will also determine the 
influence of errors of types I and II, respectively, on the total error. 

6.2 Error type I 

6.2.1 Conclusions 

6.2.1.1 For the measurement of individual point velocities, a measuring time of at least 60 s is desirable. From measurements using a 
measuring time of 30 s, it appears that dependence, as well as independence, can occur between velocity fluctuations in consecutive 
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time intervals. In a number of cases, no definite judgment regarding dependence is possible. In cases of independence, the doubling 
of the measuring time will result in a reduction of the error of the true mean point velocity by a factor of 1 /a= 0,7. In cases of 
dependence, the reduction will be less. 

6.2.1.2 

6.2.2 

The measuring time should harmonize with the computation rule applied to arrive at the mean velocity in the vertical. 

Recommendations 

6.2.2.1 Although measuring times of 60 s are recommended, in view of the strong influence of the total number of verticals on the 
total error [see annex B, equation (2)], the results showed that shorter measuring times can be considered (for example 30 s). This, 
however, would depend on the flow conditions and the number of measurements taken at individual stations. 

6.2.2.2 Because of the increase of error type I with depth, it may seem logical to adapt the measuring time in order to obtain 
comparable percentage errors at each of the measuring points. As far as error type Ill is concerned, however, such adaptation of the 
measuring time would be of very little importance. 

6.3 Error type II 

6.3.1 Conclusion 

As far as the influence of error type II on the total error of 
mean flow velocity in the vertical is of minor importance. 

the discharge is concerned, the computation rule to be to find the 

6.3.2 Recommendation 

If, from previous measurements, the relation between mean velocity and the measured point velocity is known, then, in general, a 
one-point method for the determination of V is sufficient from the viewpoint of the accuracy of the total discharge. However, 
considering the dispersion of the mean and the standard deviation per river, as well as possible systematic deviations, the use of a 
one-point method for any river is not recommended. A two point method is more reliable. 

In the example given in annex B, a two-point method is used and a total stochastic error of 1,97 % is calculated. 

If, under identical circumstances, the one-point method (V = 096 vo,5 d) had been chosen, with Gs + f = 6,5 % (see table 11, the 
total stochastic error would have been 2,16 %. In this case, the use of the two-point method, instead of the one-point method, shows 
an improvement of 0,2 %. 

6.4 Error type Ill 
. 

6.4.1 Conclusions 

6.4.1 .I From the investigation, it has become clear that the n umber and I 
factors for the accuracy with which the total discharge can be determined. 

ocation of the verticals in the cross-section are 

6.4.1.2 The error in discharge 
determination of the discharge. 

can be decreased considerably when knowledge the continuous profile is for the 

6.4.2 Recommendations 

6.4.2.1 It is recommended that measurements be performed in at least 20 verticals. Measurements in 25 verticals will improve the 
reliability, but measurements in only 15 verticals involves the risk of introducing important errors. This recommendation applies to 
large, as well as to small, rivers, 

6.4.2.2 It is recommended that a number of verticals be located at selected places in th e cross-section (after previous 
remaining verticals should be located in such a way that the distances between them are approximately equal. 

65 . General conclusions 

nding). The 

The hope that the analysis of sufficient data would show a homogeneous composition of the total error has not been confirmed. 

IO 
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From the results of the investigation, it has become clear that each river, and even each cross-section, has its own varying physical 
properties which are decisive for the components to be measured and that the components together determine the final accuracy of 
the discharge. 

Therefore, in principle, for each cross-section, measurements 
accuracy of each of the components and of the total discharge 

should be performed at various stages in order to determine 

These measurements must be made in accordance with IS0 1088, taking into account the recommendations in section two of this 
Technical Report. 
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