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Introduction

Purpose

This part of ISO/IEC 14496 was developed in response to the growing need for a coding method that can facilitate
access to visual objects in natural and synthetic moving pictures and associated natural or synthetic sound for
various applications such as digital storage media, internet, various forms of wired or wireless communication etc.
The use of ISO/IEC 14496 means that motion video can be manipulated as a form of computer data and can be
stored on various storage media, transmitted and received over existing and future networks and distributed on
existing and future broadcast channels.

Application
The applications of ISO/IEC 14496 cover, but are not limited to, such areas as listed below:

IMM  Internet Multimedia

VG Interactive Video Games

IPC Interpersonal Communications (videoconferencing, videophone, etc.)

ISM Interactive Storage Media (optical disks, etc.)

MMM  Multimedia Mailing

NDB Networked Database Services/(via ATM); etc.)

RES Remote Emergency Systéems

RVS Remote Video Surveillance

WMM  Wireless Multimedia

Multimedia
Profiles and levels
ISO/IEC 14496 is intended to be generic in the sense that it serves a wide range of applications, bitrates,
resolutions, qualities and services. Furthermore, it allows a number of modes of coding of both natural and
synthetic video in a manner facilitating access to individual objects in images or video, referred to as content based
access. Applications should cover, among other things, digital storage media, content based image and video
databases, internet video, interpersonal video communications, wireless video etc. In the course of creating
ISO/IEC 14496, various requirements from typical applications have been considered, necessary algorithmic
elements have been developed, and they have been integrated into a single syntax. Hence ISO/IEC 14496 will
facilitate the bitstream interchange among different applications.
This part of ISO/IEC 14496 includes one or more complete decoding algorithms as well as a set of decoding tools.
Moreover, the various tools of this part of ISO/IEC 14496 as well as that derived from ISO/IEC 13818-2:1996 can
be combined to form other decoding algorithms. Considering the practicality of implementing the full syntax of this
part of ISO/IEC 14496, however, a limited number of subsets of the syntax are also stipulated by means of “profile”
and “level”.
A “profile” is a defined subset of the entire bitstream syntax that is defined by this part of ISO/IEC 14496. Within

the bounds imposed by the syntax of a given profile it is still possible to require a very large variation in the
performance of encoders and decoders depending upon the values taken by parameters in the bitstream.
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In order to deal with this problem “levels” are defined within each profile. A level is a defined set of constraints
imposed on parameters in the bitstream. These constraints may be simple limits on numbers. Alternatively they
may take the form of constraints on arithmetic combinations of the parameters.

Object based coding syntax
Video object

A video object in a scene is an entity that a user is allowed to access (seek, browse) and manipulate (cut and
paste). The instances of video objects at a given time are called video object planes (VOPs). The encoding process
generates a coded representation of a VOP as well as composition information necessary for display. Further, at
the decoder, a user may interact with and modify the composition process as needed.

The full syntax allows coding of rectangular as well as arbitrarily shaped video objects in a scene. Furthermore, the
syntax supports both nonscalable coding and scalable coding. Thus it becomes possible to handle normal
scalabilities as well as object based scalabilities. The scalability syntax enables the reconstruction of useful video
from pieces of a total bitstream. This is achieved by structuring the total bitstream in two or more layers, starting
from a standalone base layer and adding a number of enhancement layers. The base layer can be coded using a
non-scalable syntax, or in the case of picture based coding, even using a syntax of a different video coding
standard.

To ensure the ability to access individual objects, it is necessary to achieve a coded representation of its shape. A
natural video object consists of a sequence of 2D representations (at different points in time) referred to here as
VOPs. For efficient coding of VOPs, both temporal redundancies as well as spatial redundancies are exploited.
Thus a coded representation of a VOP includes representation of its shape, its motion and its texture.

FBA object

The FBA object is a collection of nodes in a scene graph which are animated by the FBA (Face and Body
Animation) object bitstream. The FBA object is controlled by two separate bitstreams. The first bitstream, called
BIFS, contains instances of Body Definition-Parameters-(BDPSs) in-addition to Facial Definition Parameters (FDPSs) ,
and the second bitstream;”FBA" bitstream, “contains“Body" Animation ' Parameters®(BAPs) together with Facial
Animation Parameters (FAPS).

A 3D (or 2D) face object is a representation of the human face that is structured for portraying the visual
manifestations of speech and facial expressions adequate to achieve visual speech intelligibility and the recognition
of the mood of the speaker. A face object is animated by a stream of face animation parameters (FAP) encoded
for low-bandwidth transmission in broadcast (one-to-many) or dedicated interactive (point-to-point)
communications. The FAPs manipulate key feature control points in a mesh model of the face to produce
animated visemes for the mouth (lips, tongue, teeth), as well as animation of the head and facial features like the
eyes. FAPs are quantized with careful consideration for the limited movements of facial features, and then
prediction errors are calculated and coded arithmetically. The remote manipulation of a face model in a terminal
with FAPs can accomplish lifelike visual scenes of the speaker in real-time without sending pictorial or video details
of face imagery every frame.

A simple streaming connection can be made to a decoding terminal that animates a default face model. A more
complex session can initialize a custom face in a more capable terminal by downloading face definition parameters
(FDP) from the encoder. Thus specific background images, facial textures, and head geometry can be portrayed.
The composition of specific backgrounds, face 2D/3D meshes, texture attribution of the mesh, etc. is described in
ISO/IEC 14496-1:1999. The FAP stream for a given user can be generated at the user’s terminal from video/audio,
or from text-to-speech. FAPs can be encoded at bitrates up to 2-3kbit/s at necessary speech rates. Optional
temporal DCT coding provides further compression efficiency in exchange for delay. Using the facilities of ISO/IEC
14496-1:1999, a composition of the animated face model and synchronized, coded speech audio (low-bitrate
speech coder or text-to-speech) can provide an integrated low-bandwidth audio/visual speaker for broadcast
applications or interactive conversation.

Limited scalability is supported. Face animation achieves its efficiency by employing very concise motion
animation controls in the channel, while relying on a suitably equipped terminal for rendering of moving 2D/3D
faces with non-normative models held in local memory. Models stored and updated for rendering in the terminal
can be simple or complex. To support speech intelligibility, the normative specification of FAPs intends for their
selective or complete use as signaled by the encoder. A masking scheme provides for selective transmission of
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FAPs according to what parts of the face are naturally active from moment to moment. A further control in the FAP
stream allows face animation to be suspended while leaving face features in the terminal in a defined quiescent
state for higher overall efficiency during multi-point connections.

A body model is a representation of a virtual human or human-like character that allows portraying body
movements adequate to achieve nonverbal communication and general actions. A body model is animated by a
stream of body animation parameters (BAP) encoded for low-bitrate transmission in broadcast and dedicated
interactive communications. The BAPs manipulate independent degrees of freedom in the skeleton model of the
body to produce animation of the body parts. The BAPs are quantized considering the joint limitations, and
prediction errors are calculated and coded arithmetically. Similar to the face, the remote manipulation of a body
model in a terminal with BAPs can accomplish lifelike visual scenes of the body in real-time without sending
pictorial and video details of the body every frame.

The BAPs, if correctly interpreted, will produce reasonably similar high level results in terms of body posture and
animation on different body models, also without the need to initialize or calibrate the model.The BDP set defines
the set of parameters to transform the default body to a customized body optionally with its body surface, body
dimensions, and texture.

The body definition parameters (BDP) allow the encoder to replace the local model of a more capable terminal.
BDP parameters include body geometry, calibration of body parts, degrees of freedom, and optionally deformation
information.

The FBA Animation specification is defined in ISO/IEC 14496-1:1999/Amd.1:2000 and this part of ISO/IEC 14496.
This clause is intended to facilitate finding various parts of specification. As a rule of thumb, FAP and BAP
specification is found in the part 2, and FDP and BDP specification in the part 1. However, this is not a strict rule.
For an overview of FAPs/BAPs and-theirsinterpretation, read subclauses:“6.,1.5.2 Facial animation parameter set”,
“6.1.5.3 Facial animation parameter units”, “6.1.5.4 Description of a neutral face” as well as the Table C-1. The
viseme parameter is documented in subclauses“7:12.3)Decoding of thesviseme parameter fap 1” and the Table C-5
in annex C. The expression parameter is documented in subclause “7.12.4 Decoding of the expression parameter
fap 2" and the Table C-3. FBA bitstream syntax is found in subclauses “6.2.10 FBA Object”, semantics in “6.3.10
FBA Object”, and subclause “7.12 FBA object decoding”-explains-in-more detail the FAP/BAP decoding process.
FAP/BAP masking and interpolation is explained in'subclauses “6.3.11.1 FBA Object’ Plane”, “7.12.1.1 Decoding of
FBA”, “7.12.5 FBA masking” . The 'FIT interpolation-scheme is ‘"documented in subclause “7.2.5.3.2.4 FIT" of
ISO/IEC 14496-1:1999. The FDPs and BDPs and their interpretation are documented in subclause “7.2.5.3.2.6
FDP” of ISO/IEC 14496-1:1999. In particular, the FDP feature points are documented in Figure C-1. Details on
body models are documented in Annex C.

Mesh object

A 2D mesh object is a representation of a 2D deformable geometric shape, with which synthetic video objects may
be created during a composition process at the decoder, by spatially piece-wise warping of existing video object
planes or still texture objects. The instances of mesh objects at a given time are called mesh object planes (mops).
The geometry of mesh object planes is coded losslessly. Temporally and spatially predictive techniques and
variable length coding are used to compress 2D mesh geometry. The coded representation of a 2D mesh object
includes representation of its geometry and motion.

3D Mesh Object

The 3D Mesh Object is a 3D polygonal model that can be represented as an IndexedFaceSet or Hierarchical 3D
Mesh node in BIFS. It is defined by the position of its vertices (geometry), by the association between each face
and its sustaining vertices (connectivity), and optionally by colours, normals, and texture coordinates (properties).
Properties do not affect the 3D geometry, but influence the way the model is shaded. 3D mesh coding (3DMC)
addresses the efficient coding of 3D mesh object. It comprises a basic method and several options. The basic
3DMC method operates on manifold model and features incremental representation of single resolution 3D model.
The model may be triangular or polygonal — the latter are triangulated for coding purposes and are fully recovered
in the decoder. Options include: (a) support for computational graceful degradation control; (b) support for non-
manifold model; (c) support for error resilience; and (d) quality scalability via hierarchical transmission of levels of
detail with implicit support for smooth transition between consecutive levels. The compression of application-
specific geometry streams (Face Animation Parameters) and generalized animation parameters (BIFS Anim) are
currently addressed elsewhere in this part of ISO/IEC 14496.
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In 3DMC, the compression of the connectivity of the 3D mesh (e.g. how edges, faces, and vertices relate) is
lossless, whereas the compression of the other attributes (such as vertex coordinates, normals, colours, and
texture coordinates) may be lossy.

Single Resolution Mode

The incremental representation of a single resolution 3D model is based on the Topological Surgery scheme. For
manifold triangular 3D meshes, the Topological Surgery representation decomposes the connectivity of each
connected component into a simple polygon and a vertex graph. All the triangular faces of the 3D mesh are
connected in the simple polygon forming a triangle tree, which is a spanning tree in the dual graph of the 3D mesh.
Figure V2 - 1 shows an example of a triangular 3D mesh, its dual graph, and a triangle tree. The vertex graph
identifies which pairs of boundary edges of the simple polygon are associated with each other to reconstruct the
connectivity of the 3D mesh. The triangle tree does not fully describe the triangulation of the simple polygon. The
missing information is recorded as a marching edge.

Figure V2 - 1 -- A triangular 3D mesh (A), its dual graph (B), and a triangle tree (C)

For manifold 3D meshes, the connectivity is represented in a similar fashion. The polygonal faces of the 3D mesh
are connected in a simple polygon forming a face tree. The faces are triangulated, and which edges of the
resulting triangular 3D mesh are edges of the original 3D mesh is recorded as a sequence of polygon_edge bits.
The face tree is also a spanning tree in the dual graph of the 3D mesh, and the vertex graph is always composed of
edges of the original 3D mesh.

The vertex coordinates and optional properties of the 3D mesh (normals, colours, and texture coordinates) are
guantized, predicted as a function of decoded ancestors with respect to the order of traversal, and the errors are
entropy encoded.

Incremental Representation

When a 3D mesh is downloaded over networks with limited bandwidth (e.g. PSTN), it may be desired to begin
decoding and rendering the 3D mesh before it has all been received. Moreover, content providers may wish to
control such incremental representation to present the most important data first. The basic 3DMC method supports
this by interleaving the data such that each triangle may be reconstructed as it is received. Incremental
representation is also facilitated by the options of hierarchical transmission for quality scalability and partitioning for
error resilience.

Hierarchical Mode

An example of a 3D mesh represented in hierarchical mode is illustrated in Figure V2 - 2. The hierarchical mode
allows the decoder to show progressively better approximations of the model as data are received. The
hierarchical 3D mesh decomposition can also be organized in the decoder as layered detail, and view-dependent
expansion of this detail can be subsequently accomplished during a viewer's interaction with the 3D model.
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Downloadable scalability of 3D model allows decoders with widely varied rendering performance to use the
content, without necessarily making repeated requests to the encoder for specific versions of the content and
without the latencies of updating view-dependent model from the encoder. This quality scalability of 3D meshes is
complementary to scaleable still texture and supports bitstream scalability and downloading of quality hierarchies of
hybrid imagery to the decoder.

Figure V2 - 2 -- A hierarchy of levels of detall

The hierarchical representation of a 3D model is based on the Progressive Forest Split scheme. In the Progressive
Forest Split representation, a manifold 3D mesh is represented as a base 3D mesh followed by a sequence of
forest split operations. The base 3D, mesh' is encoded as [a)single’ resolutian 3D/ mesh using the Topological
Surgery scheme. Each forest split operation is composed of a forest in the graph of the current 3D mesh, and a
sequence of simple polygons. Figure V2 (-¢3-illustratesythecmethody Teprevent visual artifacts which may occur
while switching from a level of detail to the next one, the data structure supports smooth transition between
consecutive levels of detail in the form of linear interpolation of vertex positions.

Figure V2 - 3 -- The Forest Split operation. A 3D mesh with a forest of edges marked (A). The tree loops
resulting from cutting the 3D mesh through the forest edges (B). Each tree loop is filled by a simple
polygon composed of polygonal faces (C).

Error Resilience for 3D mesh object

If the 3D mesh is partitioned into independent parts, it may be possible to perform more efficient data transmission
in an error-prone environment, e.g., an IP network or datacasting service in a broadcast TV network. It must be
possible to resynchronize after a channel error, and continue data transmission and rendering from that point
instead of starting over from scratch. Even with the presence of channel errors, the decoder can start decoding and
rendering from the next partition that is received intact from the channel.

Flexible partitioning methods can be used to organize the data, such that it fits the underlying network packet
structure more closely, and overhead is reduced to the minimum. To allow flexible partitioning, several connected
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components may be merged into one partition, where as a large connected component may be divided into several
independent partitions. Merging and dividing of connected components using different partition types can be done
at any point in the 3D mesh object.

Stitching for Non-Manifold and Non-Orientable Meshes

The connectivity of a non-manifold and non-orientable 3D mesh is represented as a manifold 3D mesh and a
sequence of stitches. Each stitch describes how to identify one or more pairs of vertices along two linear paths of
edges, and each one of these paths is contained in one of the vertex graphs that span the connected components
of the manifold 3D mesh.

Encoder and Decoder Block Diagrams

High level block diagrams of a general 3D polygonal model encoder and decoder are shown in Figure V2 - 4. They
consist of a 3D mesh connectivity (de)coder, geometry (de)coder, property (de)coder, and entropy (de)coding
blocks. Connectivity, vertex position, and property information are extracted from 3D mesh model described in
VRML or MPEG-4 BIFS format. The connectivity (de)coder is used for an efficient representation of the association
between each face and its sustaining vertices. The geometry (de)coder is used for a lossy or lossless compression
of vertex coordinates. The property (de)coder is used for a lossy or lossless compression of colour, normal, and
texture coordinate data.

3D mesh model
Geometry Geometry coder
Compressed
3D h
T mes MPEG Bitstream
N Entropy model s

Connectivity Connectivity coding ystem —»

coder MUX

Property
Property 03 20Har

(&) 3D mesh encoder

3D mesh model )

N Geometry
decoder — | Geometry

Bitstream | MPEG | Entropy i A Compgsition
’ System decoding |— ((i‘,eogonéeé:rtlwty ——p| Connectivity Rendering
DEMUX 1

Property

decoder _t Property

(b) 3D mesh decoder

Figure V2 - 4 -- General block diagram of the 3D mesh compres
Overview of the object based nonscalable syntax

The coded representation defined in the non-scalable syntax achieves a high compression ratio while preserving
good image quality. Further, when access to individual objects is desired, the shape of objects also needs to be
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