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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential |PRs, if any, ispublicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web
server (https://ipr.etsi.org/).

Pursuant to the ETSI IPR Palicy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee
can be given asto the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Group Specification (GS) has been produced by ETSI Industry Specification Group (1SG) Network Functions
Virtualisation (NFV).

Modal verbs terminology

In the present document "shall", "shall not", "should", "shouldnet", "may", "need hot", "will", "will not", "can" and
"cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules(V.erbal forms for the expression of
provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document reviews virtualisation technologies and studies their impact on the NFV architectural framework
and specifications. It also provides an analysis of the pros and cons of these technologies.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
https://docbox.etsi.org/Referencel.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

Not applicable.

2.2 Informative references

References are either specific (identified by date of, publication and/or dition' number or version number) or
non-specific. For specific references, only the cited version applies.. For.non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinks included incthis clause werevalidat the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the'application of the present document but they assist the
user with regard to a particular subject area.

[i.1] ETSI GS NFV 003: "Néetwork Functions Virtualisation (NFV); Terminology for main conceptsin
NFV".

[i.2] ETSI GSNFV 002: "Network Functions Virtualisation (NFV); Architectural Framework".

[i.3] ETSI GS NFV-INF 001: "Network Functions Virtualisation (NFV); Infrastructure; Overview".

[i.4] ETSlI GS NFV-INF 004: "Network Functions Virtualisation (NFV); Infrastructure; Hypervisor
Domain®.

[i.5] ETSI GSNFV-MAN 001: "Network Functions Virtualisation (NFV); Management and
Orchestration".

[i.6] ETSI GS NFV-INF 007: "Network Functions Virtualisation (NFV); Infrastructure; Methodology
to describe Interfaces and Abstractions'.

[i.7] ETSI GS NFV-INF 005: "Network Functions Virtualisation (NFV); Infrastructure; Network
Domain®.

[1.8] ETSI GS NFV-IFA 014: "Network Functions Virtualisation (NFV); Management & Orchestration;

Network Service Descriptor template”.

[1.9] ETSI GSNFV-IFA 011: "Network Functions Virtualisation (NFV); Management and
Orchestration; VNF Packaging Specification”.

[i.10] ETSI GSNFV-IFA 002: "Network Functions Virtualisation (NFV); Acceleration Technologies;
VNF Interfaces Specification”.
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3 Definitions and abbreviations
3.1 Definitions

For the purposes of the present document, the terms and definitions given in ETSI GS NFV 003 [i.1] apply.

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in ETSI GS NFV 003 [i.1] and the following apply:

DevOps Development and Operations

IPC Interprocess Communication

LSM Linux™ Security Module

oS Operating System

0SS Operations Support System

QoS Quiality of Service

TCP Transmission Control Protocol

TPM Trusted Platform Module

UTC Coordinated Universal Time
4 Virtualisation technologies
4.1 Introduction

The ETSI NFV architectural framework as described’in E1TSI GSNF\A002{i.2] identifies avirtualisation layer asa
component of the NFV Infrastructure (NFVI). Typically, this type of:functionality is provided for computing and
storage resources in the form of hypervisorsiand VMs.

However, the NFV architectural framework does not restrictitself to-ising any specific virtualisation layer solution.
Rather, it is expected that diverse virtualisation layers with standard features and open execution reference points
towards Virtualised Network Functions (VNFs) and hardware can be used interchangeably.

4.2 Hypervisor-based solutions

421 Overview

A hypervisor is a software program that partitions the resources of a single hardware host and creates Virtual Machines
(VM) isolated from each other. Each virtual machine appears to have the host's processor, memory and other resources,
al to itself.

Each VM isassigned avirtualised CPU (vCPU), avirtualised NIC (vNIC) and a virtualised storage device (vStorage)
created by the hypervisor. As pointed out in ETSI GS NFV-INF 004 [i.4], in practice, avCPU may be atime sharing of
areal CPU and/or in the case of multi-core CPUs, it may be an allocation of one or more coresto a VM. Itisalso
possible that the hypervisor emulates a CPU instruction set that is different from the native CPU instruction set.
However, emulation will significantly impact performance.

The hypervisor software runs either directly on top of the hardware (bare metal hypervisor, also known as Type |
hypervisor) or on top of a hosting operating system (hosted hypervisor, also known as Type Il hypervisor).

ETSI


N��r�T�A+d-cи��W�Y�Z�4�L��o�_hRg�}�Y�����
�W����/��j�翫Rhِl^�U� �
%�«���'��i�n�7t~�����
�+��Xp�,����:G�¢^x��&��

8 ETSI GS NFV-EVE 004 V1.1.1 (2016-03)

4.2.2 Application to NFV

The use of hypervisorsis one of the present typical solutions for supporting the deployment of VNFs.

Although the NFV framework as defined in [i.2] is agnostic to the virtualisation technology, Management and
Orchestration functions and interfaces as specified in ETSI GS NFV-MAN 001 [i.5] assume that virtualisation
containers are virtual machines created by hypervisors. In particular, the operations and procedures at the Nf-Vi
reference point were designed to act upon virtual machines rather than virtualisation containersin general. According to
ETSI GS NFV-INF 004 [i.4], the VIM uploads the hypervisor on the compute nodes via the Nf-Vi/C reference point
and requests the creation, modification and deletion of VMs viathe Nf-Vi/H reference point. Requirements on
hypervisors to make them suitable for use in an NFV environment are described in ETSI GS NFV-INF 004 [i.4].

The hypervisor-based approach does not place any constraint on the type of operating system that the VNF components
(VNFCs) of a VNF are using. Both the operating system and the actual network application are part of the software
image delivered by the VNF provider and loaded on the VM.

4.3 OS Containers

43.1 Overview

Container-based virtualisation, also called operating system (OS)-level virtualisation, is an approach to virtualisation
which allows multiple isolated user space instances on top of a kernel space within the ©S. The isolated guests are
called containers.

Figure 1 provides a high-level comparison of the softwarearchitéctures for hypervisor solutions where the VNFC
software image loaded in the virtualisation container includes\both a guest QS kernel and the actual application, and OS
container solutions where the VNFC software image foadediin the virtualisation container only includes the actual
network application.

VNFC
image
\; s ’App RN App
| Guest OS Guest OS YNFC
I ~ kernel. II kernel I App App Image
Guest OS Guest OS \
Hypervisor l kernel " kernel I | | Fx ~ \i
A Al
H oS H i I = JE= = I
ost ypervisor Shared Host OS Kernel
Hardware Hardware Hardware
Type Il Hypervisor Type | Hypervisor OS Containers

Figure 1: Hypervisor vs. OS Container solutions

The OS virtualisation technology alows partially shared execution context for different containers. Such a shared
execution context is frequently referred to as a container pod. A pod might include shared file systems, shared network
interfaces and other shared OS resources that are accessible from every container within that pod.

In addition to hypervisor-based execution environments that offer hardware abstraction and thread emulation services,
the OS container execution environment provides kernel services as well. Kernel services include:

. Process control.
EXAMPLE 1:  OS process creation; scheduling; wait and signal events; termination.
. Memory management.

EXAMPLE 2:  Allocation and release of regular and large pages; handling memory-mapped objects and shared
memory objects.

ETSI
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. File system management.

. File management.

EXAMPLE 3:  Creation, removal, open, close, read and write file objects.

. Device management.

EXAMPLE 4: Request, release, configuration and access.

J Communication services.

EXAMPLES: Protocol stack services, channel establishment and release, PDU transmission and reception.

. System information maintenance.

EXAMPLE 6: Time and date, system and OS resource data, performance and fault indicators.
The OS container-to-VNFC logical interface istypically realized via:

. kernel system calls;

. signals to container processes,

. virtual file system mapped logical objects; and

e  direct procedure calsinto the container context.

OS virtualisation provides storage abstraction on filegystem level rather than on'block device level. Each container has
its separate file system view, where the guest file system istypically separated from the host file system. Containers
within the same pod might share file systems where madifications made in one container are visible in the others.

Container file systems are realized either with standal one or with' [ayered file systems. Standalone file systems are
mapped into real file systems where all ‘modifications made by the guest are stored in the backing real file system.
Layered file systems take one or mare base layers, and a writable.overlay. A single layer is formed either from areal
file system or from another layered file system structure. Layersare transparently overlaid and exposed as asingle
coherent file system. Typicaly, the lowermost layer-contains an OS distribution with packages, libraries and run-times,
while the overlay contains instance-specific customizations and modifications made by the container. While base layers
are semi-permanently stored in image repositaries,.an overlay is disposable and its life time is coupled with the
container lifetime.

4.3.2 Application to NFV

Because OS container solutions are based on a rather lightweight design where all VNFC instances share the same OS
kernel, they are often considered as an alternative to hypervisor solutions when thereis a need for deploying many
instances of a network function (e.g. per-user instances for virtual residential gateway depl oyments).

4.4 Higher-level containers

441 Overview

Higher level containers are alevel of virtualisation technol ogies more dealing with software code and its devel opment,
deployment, and runtime environment. So the level of abstraction is on the runtime environment, where source code
written in a certain programming or scripting language is deployed onto the NFV1. A few characteristics of such
systems are that:

1) source codeis held and versioned in a code repository;
2)  source code dependencies are explicitly defined and packaged into the deployed software;
3) code can be deployed into development, staging, or production environments without change;

4)  configuration of the software is stored in the environment, typically through environment variables;
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5)  backing services such as data stores, message queues, and memory caches are accessed through a network and
no distinction is made between local or third party services; and

6) processes are statel ess and therefore enable easy scale-out.

Typicaly, those containers are used in continuous deployment models enabling fast DevOps models for
telecommunication services.

4.4.2  Application to NFV

Higher-level containers are applied for VNFs that are delivered in source code and run on a particular execution engine
on an NFVI. Compared to OS Containers and hypervisors, they are often considered as an alternative solution when
thereis aneed for deploying a VNF in form of source codein so called DevOps environments.

4.5 Nesting of virtualisation technologies

451 Overview

Within the NFVI, the virtualisation layer may be composed of multiple nested sub-layers, each using a different
virtualisation technology. In this case, only the top sub-layer and its technology are visible to the Virtualised
Infrastructure Manager (VIM) and the partitionsit creates provide the role of the virtualisation container as defined in
ETSI GSNFV 003 [i.1]. Resource partitioning in the other sub-layersistypically provisioned by means outside the
scope of NFV Management and Orchestration functions (e.g. by adedicated non-NEV infrastructure OSS). An example
shown in figure 2 is the case of athree levels virtualisation layer, where the top |evel_uses a higher layer virtualisation
technology, the layer below running OS container technology anchthe lowest |ayer tses the hypervisor technology. In
this case, several higher-level containers, each hosting-aV NFG,instance, cairrun:within each of the OS containers on
one or several virtual machines created by the hypervisor.

virtualizatiorrsubdayer 1 u NFV-VIM

virtdalization sub-layer 2

el  Non-NFV0SS/Manager
virtualization sub=fayés3

Figure 2: Example sub-layering of nested virtualisation technologies

Thisisknown asrecursive virtualisation in ETSI GS NFV-INF 007 [i.6], which highlights that an operating virtual
functional block can itself be a host functional block.

Besides the above considerations, virtualisation technologies can also be used inside a VNFC. However, this usage
results from adecision of the VNF provider and is therefore outside the scope of the NFV framework and of the present
document.

4.5.2 Application to NFV
4521 General

The primary benefit of nesting is operational, since it enables more operational flexibility in integrating NFV as part of
alarger deployment.

EXAMPLE: Since NFV's primary application isin the space of telecommunications and networking, a service
provider might choose to run other non-telco services and applications on the same infrastructure,
but managing their life cycle manually or using a different system than NFV Management and
Orchestration functions.

Another example is when due to the internal organization of a service provider, the operations are divided between
different organizational structures; with nesting, the organizational divide can also be implemented in the technical
space.
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