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Intellectual Property Rights 

Essential patents  

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations 
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-members, and can be 
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to 
ETSI in respect of ETSI standards", which is available from the ETSI Secretariat. Latest updates are available on the 
ETSI Web server (https://ipr.etsi.org/). 

Pursuant to the ETSI Directives including the ETSI IPR Policy, no investigation regarding the essentiality of IPRs, 
including IPR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not 
referenced in ETSI SR 000 314 (or the updates on the ETSI Web server) which are, or may be, or may become, 
essential to the present document. 

Trademarks 

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners. 
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no 
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does 
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks. 

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its 
Members. 3GPP™ and LTE™ are trademarks of ETSI registered for the benefit of its Members and of the 3GPP 
Organizational Partners. oneM2M™ logo is a trademark of ETSI registered for the benefit of its Members and of the 
oneM2M Partners. GSM® and the GSM logo are trademarks registered and owned by the GSM Association. 

Foreword 
This Group Report (GR) has been produced by ETSI Industry Specification Group (ISG) Secure AI (SAI). 

Modal verbs terminology 
In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be 
interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions). 

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation. 

Introduction 
Artificial Intelligence (AI) and Machine Learning (ML) are fast becoming ubiquitous in almost every sector of society, 
as AI systems are relied upon to maintain our security, prosperity and health. The compromise of AI systems can 
therefore have significant impacts on the way of life of vast numbers of people.  

However, like any information technology system, AI models are vulnerable to compromise, whether by deliberately 
hostile or accidental action. One potential vector to compromise AI systems is through the data used to train and operate 
AI models. If an attacker can introduce incorrect, or incorrectly labelled, data into the model training process, then a 
model's learning process can be disrupted, and it can be made to produce unintended and potentially harmful results.  

This type of attack can be extremely challenging to detect, particularly when, as is increasingly common, the data used 
to develop and train AI models is part of a complex supply chain. Ensuring the provenance and integrity of the data 
supply chain will therefore be a key aspect of ensuring the integrity and performance of critical AI-based systems. 
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The present document has investigated existing mechanisms for carrying out this assurance. AI remains a 
fast-developing discipline and no legal, policy or standards frameworks have been found that specifically cover data 
supply chain security. Although many threats can be mitigated by following standard cybersecurity good practice, there 
is value in producing standards and guidance tailored specifically to AI data supply chains. The conclusion to the 
present document sets out a number of general principles for consideration in designing and implementing the data 
supply chain for an AI system. 
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1 Scope 
Data is a critical component in the development of Artificial Intelligence (AI) and Machine Learning (ML) systems. 
Compromising the integrity of data has been demonstrated to be a viable attack vector against such systems (see 
clause 4). The present document summarizes the methods currently used to source data for training AI, along with a 
review of existing initiatives for developing data sharing protocols. It then provides a gap analysis on these methods and 
initiatives to scope possible requirements for standards for ensuring integrity and confidentiality of the shared data, 
information and feedback.  

The present document relates primarily to the security of data, rather than the security of models themselves. It is 
recognized, however, that AI supply chains can be complex and that models can themselves be part of the supply chain, 
generating new data for onward training purposes. Model security is therefore influenced by, and in turn influences, the 
security of the data supply chain. Mitigation and detection methods can be similar for data and models, with poisoning 
of one being detected by analysis of the other.  

The present document focuses on security; however, data integrity is not only a security issue. Techniques for assessing 
and understanding data quality for performance, transparency or ethics purposes are applicable to security assurance 
too. An adversary aim can be to disrupt or degrade the functionality of a model to achieve a destructive effect. The 
adoption of mitigations for security purposes will likely improve performance and transparency, and vice versa. 

The present document does not discuss data theft, which can be considered a traditional cybersecurity problem. The 
focus is instead specifically on data manipulation in, and its effect on, AI/ML systems. 

2 References 

2.1 Normative references 
Normative references are not applicable in the present document. 

2.2 Informative references 
References are either specific (identified by date of publication and/or edition number or version number) or 
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the 
referenced document (including any amendments) applies. 

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee 
their long term validity. 

The following referenced documents are not necessary for the application of the present document but they assist the 
user with regard to a particular subject area. 

[i.1] Matthew Jagielski, Alina Oprea, Battista Biggio, Chang Liu, Cristina Nita-Rotaru, Bo Li: 
"Manipulating Machine Learning: Poisoning Attacks and Countermeasures for Regression 
Learning". 2018. 

NOTE: Available at https://arxiv.org/abs/1804.00308. 

[i.2] Panagiota Kiourti, Kacper Wardega, Susmit Jha, Wenchao Li: "TrojDRL Evaluation of Backdoor 
Attacks on Deep Reinforcement Learning". 2020. 

NOTE: Available at https://susmitjha.github.io/papers/AAAI20.pdf. 

[i.3] Kwang-Sung Jun, Lihong Li, Yuzhe Ma, Xiaojin Zhu: "Adversarial Attacks on Stochastic 
Bandits". 2018. 

NOTE: Available at https://papers.nips.cc/paper/2018/file/85f007f8c50dd25f5a45fca73cad64bd-Paper.pdf. 

iTeh STANDARD PREVIEW
(standards.iteh.ai)

ETSI GR SAI 002 V1.1.1 (2021-08)
https://standards.iteh.ai/catalog/standards/sist/7df56fc9-ed33-4eb8-bcc3-

4adbf06aba04/etsi-gr-sai-002-v1-1-1-2021-08



 

ETSI 

ETSI GR SAI 002 V1.1.1 (2021-08)7 

[i.4] Roei Schuster, Tal Schuster, Yoav Meri, Vitaly Shmatikov: "Humpty Dumpty: Controlling Word 
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NOTE: Available at https://arxiv.org/abs/2001.04935. 

[i.5] Hengtong Zhang, Tianhang Zheng, Jing Gao, Chenglin Miao, Lu Su, Yaliang Li, Kui Ren: "Data 
Poisoning Attack against Knowledge Graph Embedding". 
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NOTE: Available at https://dl.acm.org/doi/10.1145/3298981. 
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3 Definition of terms, symbols and abbreviations 

3.1 Terms 
For the purposes of the present document, the following terms apply: 

artificial intelligence: ability of a system to handle representations, both explicit and implicit, and procedures to 
perform tasks that would be considered intelligent if performed by a human 

availability: property of being accessible and usable on demand by an authorized entity  

confidentiality: assurance that information is accessible only to those authorized to have access 

data injection: introducing malicious samples of data into a training dataset 

data modificiation: tampering with training data to affect the outcome of a model trained on that data 

federated learning: machine learning process where an algorithm is trained collaboratively across multiple devices 
holding local data samples 

integrity: assurance of the accuracy and completeness of information and processing methods 

label modification: tampering with the labels used on training data to affect the classifications produced by a model 
trained on that data 

machine learning: branch of artificial intelligence concerned with algorithms that learn how to perform tasks by 
analysing data, rather than explicitly programmed 
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reinforcement learning: paradigm of machine learning where a policy defining how to act is learned by agents through 
experience to maximize their reward, and agents gain experience by interacting in an environment through state 
transitions 

supervised learning: paradigm of machine learning where all training data is labelled, and a model can be trained to 
predict the output based on a new set of inputs 

unsupervised learning: paradigm of machine learning where the data set is unlabelled, and the model looks for 
structure in the data, including grouping and clustering 

3.2 Symbols 
Void. 

3.3 Abbreviations 
For the purposes of the present document, the following abbreviations apply: 

AI Artificial Intelligence 
APPI the Act on the Protection of Personal Information (Japan) 
CCPA California Consumer Privacy Act 
CCTV Closed Circuit TeleVision 
CI/CD Continuous Integration/Continuous Deployment 
CPRA California Privacy Rights Act 
CSP Cloud Storage Provider 
GDPR General Data Protection Regulation (EU) 
ICT Information and Communications Technology 
IEC International Electrotechnical Commission 
ISO International Organization for Standardization 
ML Machine Learning 
MLaaS Machine Learning as a Service 
NIST National Institute of Standards and Technology 
RL Reinforcement Learning 
RONI Reject On Negative Impact 
SAI Securing Artificial Intelligence 

4 The importance of data integrity to AI security 

4.1 General 
Traditionally, cybersecurity involves restricting access to sensitive systems and components. In an AI system, however, 
fundamental operation relies on continued access to large volumes of representative data. The acquisition, processing 
and labelling of datasets is extremely resource-intensive, particularly in the quantities often required to create accurate 
models. Models are frequently pre-trained, or used outside of the organization where they were developed. As users 
increasingly look outside their organizations to access labelled datasets, the attack surface increases, and it becomes 
ever more vital to assure the provenance and integrity of training data throughout its supply chain. 

According to ETSI's Securing Artificial Intelligence Problem Statement (ETSI GR SAI 004 [i.13]), in a poisoning 
attack, an attacker seeks to compromise a model, normally during the training phase, so that the deployed model 
behaves in a way that the attacker desires. This can mean the model failing based on certain tasks or inputs, or the 
model learning a set of behaviours that are desirable for the attacker, but not intended by the model designer. Data 
poisoning can be done during the data acquisition or curation phases (see clause 5 and can be very hard to detect since 
training data sets are typically very large and can come from multiple, distributed sources, see ETSI GR SAI 004 [i.13]. 
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