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Foreword 
This Group Report (GR) has been produced by ETSI Industry Specification Group (ISG) Secure AI (SAI). 

Modal verbs terminology 
In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be 
interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions). 

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation. 
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1 Scope 
The present document identifies the role of hardware, both specialized and general-purpose, in the security of AI. It 
addresses the mitigations available in hardware to prevent attacks (as identified in ETSI GR SAI 005 [i.9]) and also 
addresses the general requirements on hardware to support SAI (expanding from ETSI GR SAI 004 [i.8] and ETSI 
GR SAI 002 [i.7]). In addition, the present document reviews possible strategies for using AI for protection of 
hardware. The present document also provides a summary of academic and industrial experience in hardware security 
for AI. In addition, it addresses vulnerabilities and weaknesses introduced by hardware that can amplify attack vectors 
on AI.  

2 References 

2.1 Normative references 
Normative references are not applicable in the present document. 

2.2 Informative references 
References are either specific (identified by date of publication and/or edition number or version number) or 
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the 
referenced document (including any amendments) applies. 

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee 
their long term validity. 

The following referenced documents are not necessary for the application of the present document but they assist the 
user with regard to a particular subject area. 

[i.1] US NIST Glossary. 

NOTE: Available at https://csrc.nist.gov/glossary. 

[i.2] Recommendation ITU-T X.1252: "Baseline identity management terms and definitions". 

NOTE: Available at https://www.itu.int/rec/T-REC-X.1252/en. 

[i.3] Recommendation ITU-T X.1254: "Entity authentication assurance framework". 

NOTE: Available at https://www.itu.int/rec/T-REC-X.1254/en. 

[i.4] ISO/IEC 24760-1:2019: "IT Security and Privacy -- A framework for identity management -- 
Part 1: Terminology and concepts". 

NOTE: Available at https://www.iso.org/standard/77582.html. 

[i.5] ISO/IEC 24760-2:2015: "Information technology -- Security techniques -- A framework for 
identity management -- Part 2: Reference architecture and requirements". 

NOTE: Available at https://www.iso.org/standard/57915.html. 

[i.6] ISO/IEC 24760-3:2016: "Information technology -- Security techniques -- A framework for 
identity management -- Part 3: Practice". 

NOTE: Available at https://www.iso.org/standard/57916.html. 

[i.7] ETSI GR SAI 002: "Securing Artificial Intelligence (SAI); Data Supply Chain Security". 

[i.8] ETSI GR SAI 004: "Securing Artificial Intelligence (SAI); Problem Statement". 

[i.9] ETSI GR SAI 005: "Securing Artificial Intelligence (SAI); Mitigation Strategy Report". 
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[i.10] Florian Tramèr, Dan Boneh: "Slalom: Fast, Verifiable and private execution of neural networks in 
trusted hardware", Proc. ICLR 2019. February 2019. 

NOTE: Available at https://arxiv.org/abs/1806.03287.  

[i.11] Nick Hynes, Raymond Cheng, Dawn Song: "Efficient Deep Learning on Multi-Source Private 
Data", July 2018. 

NOTE: Available at https://arxiv.org/abs/1807.06689. 

[i.12] ETSI GS NFV-SEC 009: "Network Functions Virtualisation (NFV); NFV Security; Report on use 
cases and technical approaches for multi-layer host administration". 

NOTE: Available at https://www.etsi.org/deliver/etsi_gs/NFV-SEC/001_099/009/01.01.01_60/gs_nfv-
sec009v010101p.pdf. 

[i.13] US NIST: "Cybersecurity White Paper: Hardware-Enabled Security for Server Platforms" (draft). 

NOTE: Available at https://csrc.nist.gov/News/2021/hardware-enabled-security-draft-nistir-8320. 

[i.14] US NIST SP800-155: "BIOS Integrity Measurement Guidelines (draft)". 

NOTE: Available at https://csrc.nist.gov/CSRC/media/Publications/sp/800-155/draft/documents/draft-SP800-
155_Dec2011.pdf. 

[i.15] TCG Glossary. 

NOTE: Available at https://trustedcomputinggroup.org/resource/tcg-glossary/. 

[i.16] GlobalPlatform GPD-SPE-009: "TEE System Architecture". 

NOTE: Available at https://globalplatform.org/wp-
content/uploads/2017/01/GPD_TEE_SystemArch_v1.2_PublicRelease.pdf. 

[i.17] GlobalPlatform GP-REQ-025: "Root of Trust Definitions and Requirements v1.1". 
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content/uploads/2018/07/GP_RoT_Definitions_and_Requirements_v1.1_PublicRelease-2018-06-28.pdf. 

[i.18] IETF RFC 8392: "CBOR Web Token (CWT)". 

NOTE: Available at https://tools.ietf.org/html/rfc8392. 

[i.19] IETF RFC 7519: "JSON Web Token (JWT)". 

NOTE: Available at https://tools.ietf.org/html/rfc7519. 

[i.20] IETF draft-ietf-rats-architecture-14: "Remote Attestation Procedures Architecture". 

NOTE: Available at https://datatracker.ietf.org/doc/draft-ietf-rats-architecture/. 
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[i.22] IETF draft-birkholz-rats-tuda-06: "Time-Based Uni-Directional Attestation". 

NOTE:  Available at https://datatracker.ietf.org/doc/draft-birkholz-rats-tuda/. 

[i.23] IETF draft-ietf-rats-tpm-based-network-device-attest-11: "TPM-based Network Device Remote 
Integrity Verification". 

NOTE:  Available at https://datatracker.ietf.org/doc/draft-ietf-rats-tpm-based-network-device-attest/. 
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3 Definition of terms, symbols and abbreviations 

3.1 Terms 
For the purposes of the present document, the following terms apply: 

attack surface: total number of attack vectors that an attacker can use to manipulate a network or computer system or 
extract data 

attack vector: method or way an attacker can gain unauthorized access to a network or computer system 

authentication: verifying the identity of a user, process, or device, often as a prerequisite to allowing access to 
resources in an information system 

NOTE: From US NIST Glossary [i.1]. 

authorization: access privileges granted to a user, program, or process or the act of granting those privileges 

NOTE: From US NIST Glossary [i.1]. 

availability: ensuring timely and reliable access to and use of information  

NOTE: From US NIST Glossary [i.1]. 

Client Application (CA): application running outside of the Trusted Execution Environment making use of the TEE 
Client API to access facilities provided by Trusted Applications inside the Trusted Execution Environment 

NOTE: From Global Platform GPD-SPE-009 [i.16]. 

confidentiality: preserving authorized restrictions on information access and disclosure, including means for protecting 
personal privacy and proprietary information  

NOTE: From US NIST Glossary [i.1]. 

context: environment with defined boundary conditions in which entities exist and interact  

NOTE: From Recommendation ITU-T X.1252 [i.2]. 

cybersecurity: prevention of damage to, protection of, and restoration of computers, electronic communications 
systems, electronic communications services, wire communication, and electronic communication, including 
information contained therein, to ensure its availability, integrity, authentication, confidentiality, and nonrepudiation  

NOTE: From US NIST Glossary [i.1]. 

entity: something that has separate and distinct existence and that can be identified in a context  

NOTE: From Recommendation ITU-T X.1252 [i.2]. 
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Entity Authentication Assurance (EAA): degree of confidence reached in the authentication process that the entity is 
what it is, or is expected to be  

NOTE 1: This definition is based on the 'authentication assurance' definition given in 
Recommendation ITU-T X.1252 [i.2]. 

NOTE 2: The confidence is based on the degree of confidence in the binding between the entity and the identity 
that is presented. Recommendation ITU-T X.1254 [i.3]. 

firmware image: binary that can contain the complete software of a device or a subset of it 

NOTE 1: The firmware image can consist of multiple images, if the device contains more than one microcontroller. 
Often it is also a compressed archive that contains code, configuration data, and even the entire file 
system. The image can consist of a differential update for performance reasons.  

NOTE 2: From IETF RFC 9019 [i.32]. 

Hardware-Mediated Execution Enclave (HMEE): area of process space and memory within a system environment 
within a computer host which delivers confidentiality and integrity of instructions and data associated with that enclave 
and which is protected from eavesdropping, replay, and alteration attacks as the programs within the enclave are 
executed  

NOTE: Derived from ETSI GS NFV-SEC 009 [i.12]. 

identity: set of attributes related to an entity 

NOTE: Within a particular context, an identity can have one or more identifiers to allow an entity to be uniquely 
recognized within that context. (from ISO/IEC 24760 [i.4] to [i.6]). 

integrity: property that data or information have not been altered or destroyed in an unauthorized manner  

NOTE: From US NIST Glossary [i.1]. 

manifest: meta-data about the firmware image which is protected against modification and provides information about 
the author 

NOTE: Derived from IETF RFC 9019 [i.32]. 

mutual authentication: authentication of identities of entities which provides both entities with assurance of each 
other's identity 

NOTE: Derived from Recommendation ITU-T X.1254 [i.3]. 

non-repudiation: ability to protect against denial by one of the entities involved in an action of having participated in 
all or part of the action 

NOTE: Derived from Recommendation ITU-T X.1252 [i.2]. 

platform: any computing device (regardless of its architecture or operating system) 

platform integrity: verifiable state of complete assurance that, under all conditions, a computing system has a correct 
and reliable operating system, logically complete hardware, firmware, and software, and system isolation and protection 
mechanisms (e.g. memory access control, process isolation, data integrity, etc.) 

Relying Party (RP): actor that relies on an identity assertion or claim  

NOTE: Derived from Recommendation ITU-T X.1254 [i.3]. 

Rich Execution Environment (REE): execution environment comprising at least one device OS or Rich OS and all 
other components of the device (SoCs, other discrete components, firmware, and software) which execute, host, and 
support the Rich OS (excluding any TEEs and SEs included in the device) 

NOTE: WARNING: In a previous version of Global Platform GPD-SPE-009 [i.16] the REE was considered to be 
everything outside of the TEE under consideration. In the new definition other entities are acknowledged. 
Contrast Trusted Execution Environment. Global Platform GPD-SPE-009 [i.16]. 
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