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Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Securing Artificial Intelligence (SAl).

Modal verbs terminology

In the present document “should", "should not", "may", "need not", "will", "will not", "can" and "cannot" areto be
interpreted as described in clause 3.2 of the ET S| Drafting Rules (Verbal forms for the expression of provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document describes collaborative Artificial Intelligence (Al) from securing Al perspectives. Collaborative
Al could take place among Al agents, between Al agents and human, and even among people who provide and use Al.
As such, the security and performance of collaborative Al may range from Al/M L-specific issues to other system-
specific issues (e.g. Al-to-Al communications, joint computing and communicating optimization, etc.). The present
document investigates collaborative Al use cases and involved technical aspects, and analyses potential security and
performance issues (e.g. Al-to-Al communications, trustworthy collaboration, etc.) among those Al-related entities. The
present document al so overviews existing approaches to tackle and/or mitigate these issues.

2 References

2.1 Normative references

Normative references are not applicable in the present document.

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.
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3 Definition of terms, symbols and abbreviations
3.1 Terms
Void.
3.2 Symbols
Void.
3.3 Abbreviations
For the purposes of the present document, the following abbreviations apply:
6G Six Generation
Al Artificial Intelligence
AlA Al Agent
AlA4IK Al Agent for Inferring Knowledge
AlA4LM Al Agent for Learning aModel
AlAA4LI Al Agent for Learning and Inference
AlIA4PD Al Agent for Provisioning Data
AlH Al Host
B-FL Blockchain-based FL
CRFL Certifiably Robust Federated Learning
FL Federated Learning
FLC FL Client
FLS FL Server
GR Group Report
GPS Global Positioning System
1D Independent and Identical Distribution
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loV Internet of Vehicles
MARL Multi-Agent Reinforcement Learning
ML Machine Learning
RL Reinforcement Learning
SAI Securing Artificial Intelligence
TL Transfer Learning
4 Overview
4.1 Introduction

An Al system usually contains one or multiple Al Agents (AlAs), which learn and/or exploit an Al model based on
different Al schemes such as deep learning, federated learning, reinforcement learning, and/or a combination of them.
Al agents usually reside in different physical or logical nodes (e.g. devices, servers, avirtual machine in the cloud),
referred to as Al Hosts (AIHS) (see Figure 4.1-1). The concept of "AIHS" is consistent with the concept of "Al
computing platform™ described in ETSI GR SAI 009 [i.1]. Each Al agent usually hosts and runs an Al task, which could
be atask for learning an Al model according to an Al algorithm (e.g. adeep learning agorithm, afederated learning
algorithm, areinforcement learning algorithm) or atask for using an Al model to infer knowledge. Deep learning and
reinforcement learning usually uses one Al agent, while federated learning utilizes multiple Al agents working
collaboratively to learn an Al model. An Al agorithm could be supervised by relying on tagged training data or
unsupervised without the use of any tagged data.

4.2

Al Host

Al Agent

Al Task
Al Model

Figure 4.1-1: Al Host, Al Agent, Al Task, and Al Model

Al pipeline

A general Al pipeline for supervised learning isillustrated in Figure 4.2-1, which usually consists of multiple stages:

1) task configuration stage that includes the deployment of Al agents/tasks by an Al application or user;

2) datapreparation stage that includes data collection and optional feature engineering/extraction;

3) training stage for learning an Al model;

4) validation stage for testing and validating the learned Al model;

5)  model deployment stage for deploying and transferring the validated Al model; and

6) inference stage for inferring and predicting future knowledge using new data as inputs (referred to as input
datafor inference).

The outcome/results from the inference stage could be leveraged to action or trigger going back to training stage to re-
train the Al model.
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Figure 4.2-1: General Al Pipeline for Supervised Learning

Dependent on Al deployment choices, an Al agent could be;
1) AnAl Agent for Learning aModel (AIA4LM) that is only responsible for learning an Al model;

2)  AnAl Agent for Inferring Knowledge (AlA41K) that uses alearned Al model for inference and predication;
and

3) AnAl Agent for Learning and Inference (AIA4LI). Al model transfer generally occurs between an AIA4LM
and an AIA4IK or between multiple AIA4LIs.

4.3 Collaborative Al

Collaborative Al can be classified to the following categories:

. Category 1: Agent-to-Agent Collaboration. In this category, more than one Al agent collaborate with each
other during the partia or the whole Al pipeline to perform an Al task. Examples of this collaborative Al
category include collaborative data collection [i.2], federated learning [i.3], multi-agent reinforcement learning
[i.4], collaborative machine learning [i.5], collaborative inference [i.6], Pathway as next-generation Al [i.7].

. Category 2: Agent-to-Human Collaboration. In this category, Al agents and human collaboratively work
together to solve a shared task.

. Category 3: Collaborative Al Marketplace. In this category, human collaboratively exchanges and shares data,
training capability, Al models, and/or inferred knowledge via an open Al marketplace.

5 Use cases

5.1 Introduction

Clause 5 describes three categories of collaborative Al use cases, which are collaborative distributed AI/ML, Human-Al
collaboration, and collaborative AI/ML marketplace.

5.2 Collaborative distributed Al/ML

5.2.1 Federated Learning (FL)

Federated Learning (FL) [i.3] isaframework for distributed machine learning, where aFL Server (FLS) and FL Clients
(FLCs) collaboratively learn an Al model. In FL, training datais maintained locally at multiple distributed FLCs (e.g.
mobile devices). Each FLC performslocal training (e.g. deep learning), generates local model updates, and sends local
model updatesto the FLS. The FLS as a central entity aggregates local model updates received from FLCs and
generates global model updates, which will be sent to al participating FLCs for the next training round. In fact, the FLS
hosts an Al agent for learning, while each FLC has an Al agent that could be for both learning and inferring.
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Figure 5.2.1-1 illustrates the general federated learning process, where the FLS and FL Csjointly take the following
steps to perform an FL task:

. step 1: The FLS selects a set of FLCsto participate in aFL task;

. step 2: The FLS configures the FL task to each selected FLC;

. step 3: The FLS sends an initial global model to each selected FLC;

. step 4: Each FLC independently trains the global model based on the received initial global model and itslocal
data;

. step 5: After each training round, each FLC generates alocal model update and sendsit to the FLS;

. step 6: The FLS receives local model updates from all FLCs, aggregates them, and generates new global
model update. The FLS may need to wait for receiving local model updates from all FLCs before performing
the aggregation (i.e. synchronous FL) or it can start the aggregation after receiving the local model updates
from some of FLCs (i.e. asynchronous FL). Note that the FLS may (re)select some new FLCs for next training
round;

. step 7: Similar to Step 3, the FL S sends the global model updatesto all FLCs; and

. step 8: Similar to Step 4, each FLC starts next local training.

Next Training Round

First Training Round
A N

r aYd N

Federated TFLC (6 Modd .

Learning Server |- Selection Adqaregation Time
(FLS) \[ggregation )
2. FL Task 3. Initial A CF 7. Global
Configuration Global Model Updates Model Update

Federated Ve ~
Learning Client- L 4. Local Training ) 8. Local Training }-> Time

1(FLC-1)

Federated Ve ~N
Learning Client- g 4. Local Training ) 8. Local Training }-> Time

2(FLC-2)

Federated
Learning Client- ( 4. Local Training ) 8. Local Training |-> Time
3(FLC-3)

Figure 5.2.1-1: Federated learning

Several advantages of federated learning include:
1) improved data privacy-preservation since training data stays at FLCs;

2)  reduced communication overhead since it is not required to collect/transmit training data to a central entity;
and

3) improved learning speed since model training now leverages distributed computation resources at FLCs.

However, FL needsto transmit model updates among Al agents (i.e. between the FLS and FL Cs), which introduces
security issues and additional communication overhead compared to centralized machine learning. Also, FL requires
dataat all FLCsfollow an Independent and Identical Distribution (11D) (i.e. I1D-data) in order to achieve a good
learning performance. In addition, FL inherits some potential security issues and threats such as data poisoning and
model poisoning attacks.
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There are many real scenarios where FL is used to learn aglobal Al model without collecting training data from end
devices and/or protecting data privacy. For example, an end device such as a smart phone nowadays has more sensing
capabilities (e.g. camera, sensors), which generate different types of data streams. A globa Al model can be learned
from these data streams from different end devices. Instead of collecting such data streams from end devicesto cloud,
each end device performslocal training independently and reportsitslocal model updatesto an FL S, which aggregates
model updates received from multiple end devices and produce the global Al model.

5.2.2 Transfer Learning (TL)

Transfer Learning (TL) has attracted much attention in recent years[i.8] due to the fact that many Al tasks are more or
lessrelevant. In general, TL uses the source Al model trained from the source domain as a starting point to train the
target Al model in the target domain. For example, the model parameters or the model structure of the pre-trained
source Al model istransferred from the source Al agent to the target Al agent and is used by the target Al agent to train
the new target Al model in the target domain (see Figure 5.2.2-1).

There are several TL methods such as Pre-train and Fine-tune, Domain Adaptation, Domain Generalization, and Meta-
learning. Taking the Pre-train and Fine-tune method as an example, the first step isto find a pre-trained Al model that
can be used for the new problem. It isimportant to choose a pre-trained Al model carefully.

EXAMPLE: An Al model for riding a bicycle cannot be used for training a self-driving car model and maintain
trust.

After apre-trained Al model is determined, there are usually severa approaches to transfer and leverage the pre-trained
Al model, such as:

e  Toremove the output layer of the pre-trained Al model and use it as a feature extractor for the new training
data from the target domain.

. Another approach is to transfer the structure of the pre-trained Al model, but re-train all the weights with the
new training data from the target domain.

e A different approach isto re-train specific layers but reuse other layers of the pre-trained Al model. For
example, for aneural network model, some lower layer of the network (which are used to identify the
underlying features of various objects such as boundaries and shapes) can be reused asthey are, while only
some higher layers (which are used to identify advanced features such as the specific appearance of the face)
will be retrained.

TL requires communications between Al agents (i.e. the Al model knowledge transfer from the source Al agent to the
target Al agent), which introduces security issues. In addition, since TL relies on the pre-trained Al model, it inherits
potential threats to the pre-trained Al model (e.g. data poisoning and backdoor attacks to the pre-trained Al model).

' [source Target :
i Al Source Al ﬂ Target Al Al ;

Figure 5.2.2-1: Transfer learning

5.2.3 Multi-Agent Reinforcement Learning (MARL)

Different from traditional supervised or unsupervised machine learning, Reinforcement Learning (RL) is a continuous
machine learning paradigm, often used to solve sequential decision-making problems. An RL agent keepsinteracting
with the environment to gain real experience (i.e. samples); in the meantime, it keeps learning from the gained real
experience an optimal policy, which is usually used to control or influence the environment and in turn new real
experience will be generated.
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