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Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Securing Artificial Intelligence (SAl).

Modal verbs terminology

In the present document “should", "should not", "may", "need not", "will", "will not", "can" and "cannot" areto be
interpreted as described in clause 3.2 of the ET S| Drafting Rules (Verbal forms for the expression of provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document identifies the role of privacy as one of the components of the Security of Al, and defines
measures to protect and preserve privacy in the context of Al that covers both, safeguarding models and protecting data,
as well astherole of privacy-sensitive datain Al solutions. It documents and addresses the attacks and their associated
remediations where applicable, considering the existence of multiple levels of trust affecting the lifecycle of data.

The investigated attack mitigations include Non-Al-Specific (traditional Security/Privacy redresses), Al/ML-specific
remedies, proactive remediations ("left of the boom"), and reactive responses to an adversaria activity ("right of the
boom™).

2 References

2.1 Normative references

Normative references are not applicable in the present document.

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] ETSI GR SAI 004: "Securing Artificial Intelligence (SAI); Problem Statement”.
NOTE: ETSI GR SAI 004 isin the process of conversionto ETSI TC SAI deliverableasETSI TR 104 221.

[i.2] L. Meliset a.: "Exploiting unintended feature leakage in collaborative learning", in Proc. IEEE™
Symp. Security Privacy, 2019.

[i.3] M. Abadi et a.: "Deep learning with differential privacy", in Proc. ACM Conf. Computer and
Communications Security, 2016.

[i.4] B. Jayaraman and D. Evans. "Evaluating differentially private machine learning in practice”, in
Proc. USENIX Security, 2019.

[i.5] Emiliano De Cristofaro: "A Critical Overview of Privacy in Machine Learning”, UCL and Alan
Turing Institute.

[i.6] LyulL. et a.: "Privacy and Robustness in Federated Learning: Attacks and Defenses®. CoRR.

[i.7] Cheu et al.: "Manipulation attacks in local differential privacy". In: 42" IEEE™ symposium on
security and privacy.

[i.8] I SO/IEC 29100: "Information technology -- Security techniques -- Privacy framework".

[i.9] I SO/IEC 27550: "Information technology -- Security techniques -- Privacy engineering for system
life cycle processes'.

[1.10] ISO/IEC 24760-1: "IT Security and Privacy -- A framework for identity management -- Part 1:

Terminology and concepts'.

[i.11] | SO/IEC 20009-4: "Information technology -- Security techniques -- Anonymous entity
authentication -- Part 4: Mechanisms based on weak secrets".
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[i.34] T.J. L. Tan and R. Shokri: "Bypassing backdoor detection algorithmsin deep learning”, in Proc.
IEEE™ Eur. Symp. Secur. Privacy (EuroS& P), 2020.

3 Definition of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the following terms apply:

homomor phic encryption: symmetric or an asymmetric encryption that allows third parties to perform operations on
data while keeping them in encrypted form (see | SO/IEC 20009-4 [i.11])

3.2 Symbols

Void.

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

Al Artificial Intelligence

CCPA California Consumer Privacy Act

DP Differential Privacy

FL Federated Learning

GDPR General Data Protection Regulation (EU)

ICT Information and Communications Technology
IEC International Electrotechnical Commission
IETF Internet Engineering Task Force

ISO International Organization for Standardization
IT Information Technology

MIA [group] Membership Inference Attack

ML Machine Learning

MPC Multi-Party Computing

NIST National Institute of Standards and Technology
P Personally Identifiable Information

PPM Privacy Preserving Measurement

SAI Securing Artificial Intelligence

SGD Stochastic Gradient Descent

TEE Trusted Execution Environment

UE User Equipment

VDAF Verifiable Distributed Aggregation Function
WG Working Group
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4 The role of privacy as one of the components of Al
Security

4.1 Privacy in the context of Al

41.1 Introduction

[i.5] attemptsto define privacy in ML while focusing on different types of attacks. The present document adopts an
attack-central approach to the measurement of Al Privacy as part of the overall security of the Al/ML system. Such an
approach considers adversarial goals and capabilities that the adversary would employ, and the security remedies for Al
privacy protection.

4.1.2  Actors involved in Al privacy

Al privacy involves acomplex web of actors with different roles and responsibilities, including:

. Data subjects: These are individuals whose personal datais processed by Al systems. Data subjects have the
right to control their personal data and have it processed in accordance with privacy laws and regulations.

. Data controllers: These are entities that determine the purposes and means of processing personal data, such as
organizations that develop or deploy Al systems. Data controllers have alegal responsibility to ensure that
personal datais processed in compliance with privacy laws and regulations.

. Data processors: These are entities that process personal data on behalf of data controllers, such as third-party
service providers that provide cloud computing or data storage services. Data processors are also required to
comply with privacy laws and regulations.

. Regulators: These are government agencies or other bodies responsible for enforcing privacy laws and
regulations, such as the General Data Protection Regulation (GDPR) in the European Union or the California
Consumer Privacy Act (CCPA) in the United States.

. Ethicists and privacy experts: These are individuals or groups that provide guidance on ethical and privacy
considerations related to the development and deployment of Al systems.

. Hackers and malicious actors: These are individuals or groups who may attempt to compromise Al systems or
access personal data without authorization, potentially leading to privacy violations.

Effective Al privacy requires collaboration and cooperation among these actors to ensure that personal datais processed
in atransparent, secure, and responsible manner.
4.1.3 Protection Goals for Al Privacy

[i.12] provides six protection goals assuring a common scheme for addressing the legal, technical, economic, and
societal dimensions of privacy and data protection in complex telecommunications, information, and communication
technologies (ICT) systems. The present document maps the IT privacy protection goals from [i.12] into the specific
field of Al privacy.

The following six protection goals are common for most |CTs and not much different when applied to the Al privacy
field. Nevertheless, while not specific to Al privacy, these protection goals are rather important for Al privacy:

. Confidentiality, i.e. the non-disclosure of certain information to certain entities within the Al system.

. Integrity expresses the need for reliability and non-repudiation for given information, i.e. the need for
processing unmodified, authentic, and correct Al data (e.g. training data, ML model).

e  Availahility represents the need for data (e.g. training data, intermediate model, final model) to be accessible,
comprehensible, and processable in atimely fashion.
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. Unlinkability is one of the Al privacy protection goals and it can be defined as the property of Al systems
assuring that privacy-relevant data cannot be linked across domains that are constituted by a common purpose
and context. Thisimpliesthat Al processes have to be operated in such a manner that assures privacy-relevant
datais not linkable to any privacy-relevant information outside of the that (Al or not Al) domain. Unlinkability
may refer to the property of anonymity, and is close to the concept of pseudonymity, with the main distinction
being the fact that anonymous handling does not allow the re-identification of a user at any stage or by any
entity. For pseudonymization, an (e.g. trusted) entity has the information about the link between a pseudonym
and the related real identity.

e  Transparency isone of the Al privacy protection goals that can be defined as the property that all
privacy-relevant data processing - including the legal, technical, and organizational setting - can be understood
and reconstructed. The common techniques for supporting the protection goal of transparency are centered
around the storage and delivery of information.

o Intervenability is the property in which intervention is possible concerning al ongoing or planned
privacy-relevant data processing. In particular, it applies to the individual s whose data are processed. The goal
of intervenability can be expressed as the enablement of direct actions by entitled entities, such as the data-
processing organization itself, a supervisory authority, or the affected human individual whose personal datais
processed.

As can be seen from the list above, it is mostly unlinkability that is arather specific Al privacy goal and the goal that
can be reached by technical means.

4.1.4  Safeguarding models

This clause isfocusing on Al models' protection that aims to preserve privacy and as such is different from
confidentiality protection of the Al modelsfor e.g. preserving Intellectual Property.

Safeguarding Al modelsisacritical component of protecting privacy in Al. Al models are often trained on large
datasets containing personal or sensitive information, and if these models are compromised, it could lead to significant
privacy risks. In addition, attackers could use stolen or manipulated Al models to carry out malicious activities, such as
impersonation or identity theft.

To safeguard Al models, organizations should implement a range of technical and organizational measures. This
includes encrypting Al models to protect them from unauthorized access or theft, as well asimplementing access
controlsto limit who can access the models. Organizations should also monitor the use of Al models and regularly audit
access logs to detect any suspicious activity. Such measures should be implemented where it is possible while taking
into account connectivity features of the target system. For example, systems designed to never be connected to the
Internet should be accessible to audit.

NOTE: Theform factor and implementation does not exclude any Al resident component from audit.

Another important aspect of safeguarding Al modelsis ensuring that they are trained on privacy-preserving data. This
includes using data anonymization techniques such as differential privacy or federated learning to protect the privacy of
individuals in the training dataset. Organizations should also ensure that data used to train Al modelsis ethically
sourced and properly consented.

Additionally, organizations should implement robust security measuresto protect the underlying infrastructure and
systems that support Al models. Thisincludes regular security assessments and vulnerability testing, as well as
implementing appropriate cybersecurity controls such as firewalls and intrusion detection systems.

In summary, safeguarding Al modelsis critical to protecting privacy in Al. Organizations have to take a comprehensive
approach to security and privacy risk management, implementing technical and organizational measures to protect Al
models and the data used to train them. By prioritizing privacy and security in Al development, organizations can build
trust with individuals and ensure that these powerful technologies are used responsibly.

4.1.5 Protecting data

Protecting datais essentia in the context of Al privacy. Al systemsrely on vast amounts of data to train agorithms and
make inferences or decisions. This data can include personal information such as names, addresses, and other
identifiable information, as well as sensitive information such as health records, financia information, and even
biometric data.
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To protect datain the context of Al privacy, organizations should implement a range of technical and organizational
measures. This includes implementing confidentiality protection and access controls to protect data at rest and in transit,
as well as implementing data minimization techniquesto limit the amount of data collected and processed.

Organizations should also be transparent about their data collection and use practices, obtaining informed consent when
necessary and providing individuals with meaningful choices about how their datais used. Thisincludes providing clear
and concise privacy notices and ensuring that individuals understand the risks and benefits associated with data sharing.

In addition to protecting data from external threats, organizations need to also be aware of the potential for internal
threats such asinsider threats and data leakage. This requires implementing robust access controls and monitoring
systems to detect and respond to suspicious activity.

Overall, protecting data as training, testing, validation, or resulting inference datasets is essential to protecting privacy
in the context of Al. By implementing technical and organizational measures to protect data, organizations can build
trust with individuals and ensure that Al systems are developed and deployed in a way that respects privacy.

4.1.6  The role of privacy-sensitive data in Al solutions

Privacy-sensitive data plays a critical role in the development and deployment of Al solutions. Al systemsrely on vast
amounts of data to train algorithms and make inferences or decisions. This data can include personal information such
as names, addresses, and other identifiable information, as well as sensitive information such as health records, financial
information, and even biometric data.

To ensure that Al solutions respect individual privacy, organizations have to take steps to protect privacy-sensitive data.
Thisincludes implementing technical and organizational measures to secure the data, such as encryption, access
controls, and data anonymization. Additionally, organizations ought to be transparent about their data collection and use
practices, obtaining informed consent when necessary and providing individual s with meaningful choices about how
their datais used.

Privacy-sensitive data also plays a crucial role in the ongoing monitoring and evaluation of Al solutions. Organizations
have to be able to track how datais used throughout the Al lifecycle and assess potentia privacy risks. Thisrequires
careful consideration of factors such as data quality, bias, and fairness, as well as the potential for unintended
consequences such as discrimination or profiling.

By and large, privacy-sensitive datais an essential component of Al solutions, and organizations need to take steps to
ensure that this datais protected and used responsibly. This requires a holistic approach to privacy risk management that
considers the entire Al lifecycle, from data collection to model deployment and ongoing monitoring. By prioritizing
privacy in Al development, organizations can build trust with individuals and promote the responsible use of these
powerful technologies.

4.1.7 NIST Privacy Framework

The National Institute of Standards and Technology (NIST) isafederal agency in the United States that is responsible
for developing and promoting technology standards. In early 2020, NIST released itsfirst-ever Al Privacy Framework,
which isaset of guidelines and best practices for organizations to manage privacy risks associated with the use of
Artificial Intelligence (Al) technologies.

The NIST Privacy Framework [i.34] isavoluntary tool developed in collaboration with stakeholders intended to help
organizations identify and manage privacy risks to build innovative products and services while protecting individuals
privacy.

The NIST Al Privacy Framework is based on five core principles: transparency, respect for individual privacy,
beneficence, non-maleficence, and justice. These principles provide a foundation for the development of policies,
procedures, and technical controlsto ensure that Al systems are designed and operated in a way that respects privacy.

The framework consists of three parts. the Core, Profiles, and Implementation Tiers. The Core outlines a set of privacy
principles and practices that all organizations should consider when developing and deploying Al systems. The Profiles
provide guidance on tailoring the Core to specific use cases or sectors, such as healthcare or financial services. The
Implementation Tiers provide away for organizations to assess their privacy risk management practices and determine
their maturity level.
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